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Abstract. This is the third of a series of four papers in which we prove the following relaxation
of the Loebl–Komlós–Sós conjecture: For every α > 0 there exists a number k0 such that for
every k > k0, every n-vertex graph G with at least ( 1

2
+α)n vertices of degree at least (1+α)k contains

each tree T of order k as a subgraph. In the first paper of the series, we gave a decomposition of the
graph G into several parts of different characteristics. In the second paper, we found a combinatorial
structure inside the decomposition. In this paper, we will give a refinement of this structure. In the
fourth paper, the refined structure will be used for embedding the tree T .
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1. Introduction. This is the third of a series of four papers [HKP+a, HKP+b,
HKP+c, HKP+d] in which we provide an approximate solution of the Loebl–Komlós–
Sós conjecture. The conjecture reads as follows.

Conjecture 1.1 (Loebl–Komlós–Sós conjecture 1995 [EFLS95]). Suppose that
G is an n-vertex graph with at least n/2 vertices of degree more than k − 2. Then G
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contains each tree of order k.

We discuss the history and state of the art in detail in the first paper [HKP+a]
of our series. The main result, which will be proved in [HKP+d], is the approximate
solution of the Loebl–Komlós–Sós conjecture, namely the following.

Theorem 1.2 (main result [HKP+d]). For every α > 0 there exists k0 such that
for any k > k0 we have the following: Each n-vertex graph G with at least ( 1

2 + α)n
vertices of degree at least (1 + α)k contains each tree T of order k.

In the first paper [HKP+a], we exposed the decomposition techniques, finding
a sparse decomposition of the host graph G. The sparse decomposition should be
thought of as a counterpart to the Szemerédi regularity lemma (but compared to the
Szemerédi regularity lemma, the sparse decomposition seems to be less versatile). In
the second paper [HKP+b], we combined the sparse decomposition with a matching
structure, obtaining in [HKP+b, Lemma 5.4] what we call the rough structure. The
rough structure obtained in [HKP+b, Lemma 5.4] depends on the graph G only, i.e.,
is independent of the tree T . The rough structure encodes the general information
on how T should be embedded on a macroscopic scale. However, from the perspec-
tive of embedding small parts of T locally, the properties of the rough structure are
insufficient. In the present paper we take the preparation of the host graph one step
further, refining the rough structure. This way we obtain one of ten possible configu-
rations. Formally, each of the configurations—denoted by (�1)–(�10)—is a collection
of favorable properties the host graph must satisfy. Each of these configurations is
based on the building blocks of the sparse decomposition and describes in a very fine
way a substructure in G. Some of the configurations involve some basic parameters
of the tree T . That is, while the presence of some individual configurations (namely,
configurations (�1)–(�5) and (�10) introduced in section 3) suffices for embedding of
each k-vertex tree, configurations (�6)–(�9) are accompanied by parameters (denoted
by h, h1, and h2 in Definitions 4.11–4.14) that depend on certain parameters of the
tree T .

In the final paper [HKP+d], we will prove that each of these ten configurations
allows us to embed T . This will complete the proof of Theorem 1.2. An overview of
how the embedding goes for each individual configuration is given in [HKP+d, section
6.1]. We recommend that the reader consult this part of [HKP+d] in parallel when
reading through the definitions of the configurations in section 4.

The paper is organized as follows. In section 2, we introduce some basic notation.
In section 3, we introduce some further auxiliary notions and two “settings” that will
be common to the rest of the paper. In section 4, we present the main result of this
paper, Lemma 4.17. The lemma states that in any graph that satisfies the conditions
of Theorem 1.2, we can find at least one of the ten configurations described above.
To prove it, we first introduce some preliminary “cleaning lemmas” in section 5. The
proof of Lemma 4.17 then occupies section 6. This is illustrated in Figure 1.

2. Notation, basic facts, and bits from other papers in the series.

2.1. General notation. The set {1, 2, . . . , n} of the first n positive integers is
denoted by [n]. We frequently employ indexing by many indices. We write superscript
indices in parentheses (such as a(3)), as opposed to notation of powers (such as a3). We
sometimes use subscripts to refer to parameters appearing in a fact/lemma/theorem.
For example, αT1.2 refers to the parameter α from Theorem 1.2. We omit rounding
symbols when this does not affect the correctness of the arguments.

Table 1 shows the system of notation that we use in this paper and in [HKP+a,
HKP+b, HKP+d].
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Fig. 1. Diagram of the proof of Theorem 1.2 with focus on the part dealt with in this paper.

Table 1
Specific notation used in the series.

lower case Greek letters small positive constants (� 1)
φ reserved for embedding; φ : V (T )→ V (G)

upper case Greek letters large positive constants (� 1)
one-letter bold sets of clusters

bold (e.g., trees(k),LKS(n, k, η)) classes of graphs
blackboard bold (e.g., H,E, Sη,k(G),XA) distinguished vertex sets except for

N, which denotes the set {1, 2, . . .}
calligraphic (e.g., A,D,N ) families (of vertex sets, “dense spots,”

and regular pairs)
∇(=nabla) sparse decomposition (see Definition 2.11)

We write V (G) and E(G) for the vertex set and edge set of a graph G, respectively.
Further, v(G) = |V (G)| is the order of G, and e(G) = |E(G)| is its number of edges.
If X,Y ⊆ V (G) are two, not necessarily disjoint, sets of vertices, we write e(X) for
the number of edges induced by X, and e(X,Y ) for the number of ordered pairs
(x, y) ∈ X × Y such that xy ∈ E(G). In particular, note that 2e(X) = e(X,X).

For a graph G, a vertex v ∈ V (G), and a set U ⊆ V (G), we write deg(v) and
deg(v, U) for the degree of v and for the number of neighbors of v in U , respectively.
We write mindeg(G) for the minimum degree of G, mindeg(U) := min{deg(u) :
u ∈ U}, and mindeg(V1, V2) = min{deg(u, V2) : u ∈ V1} for two sets V1, V2 ⊆
V (G). Similar notation is used for the maximum degree, denoted by maxdeg(G).
The neighborhood of a vertex v is denoted by N(v), and we write N(U) =

⋃
u∈U N(u).

These symbols have a subscript to emphasize the host graph.
The symbol “−” is used for two graph operations: if U ⊆ V (G) is a vertex set,

then G−U is the subgraph of G induced by V (G) \U . If H ⊆ G is a subgraph of G,
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then the graph G−H is defined on the vertex set V (G) and corresponds to deletion
of edges of H from G.

A family A of pairwise disjoint subsets of V (G) is an `-ensemble in G if |A| > `
for each A ∈ A.

2.2. Regular pairs. We now define regular pairs in the sense of Szemerédi’s
regularity lemma. Given a graph H and a pair (U,W ) of disjoint sets U,W ⊆ V (H),
the density of the pair (U,W ) is defined as

d(U,W ) :=
e(U,W )

|U ||W |
.

Similarly, for a bipartite graph G with color classes U , W , we talk about its bipartite

density d(G) = e(G)
|U ||W | . For a given ε > 0, a pair (U,W ) of disjoint sets U,W ⊆ V (H)

is called an ε-regular pair if |d(U,W ) − d(U ′,W ′)| < ε for every U ′ ⊆ U , W ′ ⊆ W
with |U ′| > ε|U |, |W ′| > ε|W |. If the pair (U,W ) is not ε-regular, then it is called ε-
irregular. A stronger notion than regularity is that of superregularity, which we recall
now. A pair (A,B) is (ε, γ)-superregular if it is ε-regular, and both mindeg(A,B) >
γ|B| and mindeg(B,A) > γ|A|. Note that then (A,B) has bipartite density at least γ.

The following facts are well known.

Fact 2.1. Suppose that (U,W ) is an ε-regular pair of density d. Let U ′ ⊆
W,W ′ ⊆ W be sets of vertices with |U ′| > α|U |, |W ′| > α|W |, where α > ε. Then
the pair (U ′,W ′) is a 2ε/α-regular pair of density at least d− ε.

Fact 2.2. Suppose that (U,W ) is an ε-regular pair of density d. Then all but at
most ε|U | vertices v ∈ U satisfy deg(v,W ) > (d− ε)|W |.

The next lemma asserts that if we have many ε-regular pairs (R,Qi), then most
vertices in R have approximately the total degree into the set

⋃
iQi that we would

expect.

Lemma 2.3. Let Q1, . . . , Q` and R be disjoint vertex sets. Suppose further that
for each i ∈ [`], the pair (R,Qi) is ε-regular. Then we have

(a) deg(v,
⋃
iQi) >

e(R,
⋃
iQi)

|R| − ε |
⋃
iQi| for all but at most ε|R| vertices v ∈ R,

and

(b) deg(v,
⋃
iQi) 6

e(R,
⋃
iQi)
|R| + ε |

⋃
iQi| for all but at most ε|R| vertices v ∈ R.

Proof. We prove (a), and the proof of (b) is similar. Suppose for contradiction
that (a) does not hold. Without loss of generality, assume that there is a set X ⊆ R,

|X| > ε|R|, such that e(R,
⋃
Qi)

|R| −ε|
⋃
Qi| > deg(v,

⋃
Qi) for each v ∈ X. By averaging,

there is an index i ∈ [`] such that |X||R| e(R,Qi)− ε|X||Qi| > e(X,Qi) or, equivalently,

d(R,Qi)− ε > d(X,Qi). This contradicts the ε-regularity of the pair (R,Qi).

2.3. LKS graphs. We now give some notation specific to our setting. We write
trees(k) for the set of all trees (up to isomorphism) of order k. We write LKS(n, k, α)
for the class of all n-vertex graphs with at least ( 1

2 + α)n vertices of degrees at least
(1+α)k. With this notation Conjecture 1.1 states that every graph in LKS(n, k − 1, 0)
contains every tree from trees(k).

Given a graph G, denote by Sη,k(G) the set of those vertices of G that have degree
less than (1 + η)k, and by Lη,k(G) the set of those vertices of G that have degree at
least (1 + η)k.

In [HKP+a] we introduced the class LKSmin(n, k, η) of the graphs that are edge-
minimal with respect to membership in LKS(n, k, η). It would be sufficient to prove
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Theorem 1.2 for graphs in LKSmin(n, k, η). This class, however, is too rigid with
respect to changes that are necessary when applying the sparse decomposition. There-
fore, in [HKP+a, section 2.4], we derived a relaxation of the class LKSmin(n, k, η)
which we introduce next.

Definition 2.4. Let LKSsmall(n, k, η) be the class of graphs G ∈ LKS(n, k, η)
having the following three properties:

1. All the neighbors of every vertex v ∈ V (G) with deg(v) > d(1 + 2η)ke have
degree at most d(1 + 2η)ke.

2. All the neighbors of every vertex of Sη,k(G) have degree exactly d(1 + η)ke.
3. We have e(G) 6 kn.

2.4. Sparse decomposition. Here we recall some definitions from [HKP+a]:
dense spots, avoiding sets, and the key notions of bounded and sparse decomposition.
This section is a rather dry list for later reference only, and the reader should consult
[HKP+a, section 3] for a more detailed description of these notions. Here, we just
recall that the purpose of introducing dense spots, avoiding sets, and nowhere-dense
graph is that together with high-degree vertices they form a sparse decomposition
of a given graph. The main result of the first paper in the series, [HKP+a, Lemma
3.14], asserts that each graph from LKS(n, k, η) has a sparse decomposition in which
almost all edges are of one of the above types. (In fact, the sparse decomposition
is not specific to LKS graphs, and indeed in [HKP+a, Lemma 3.15] we provide a
corresponding general statement.)

Definition 2.5 ((m, γ)-dense spot, (m, γ)-nowhere-dense). Suppose that m ∈ N
and γ > 0. An (m, γ)-dense spot in a graph G is a nonempty bipartite subgraph
D = (U,W ;F ) of G with d(D) > γ and mindeg(D) > m. We call a graph G (m, γ)-
nowhere-dense if it does not contain any (m, γ)-dense spot.

When the parameters m and γ are not relevant, we call D simply a dense spot.

Note that dense spots do not have a specified orientation. That is, we view
(U,W ;F ) and (W,U ;F ) as the same object.

Definition 2.6 ((m, γ)-dense cover). Suppose that m ∈ N and γ > 0. An (m, γ)-
dense cover of a given graph G is a family D of edge-disjoint (m, γ)-dense spots such
that E(G) =

⋃
D∈D E(D).

The following two facts are proved in [HKP+a, Facts 3.4 and 3.5].

Fact 2.7. Let (U,W ;F ) be a (γk, γ)-dense spot in a graph G of maximum degree
at most Ωk. Then max{|U |, |W |} 6 Ω

γ k.

Fact 2.8. Let H be a graph of maximum degree at most Ωk, let v ∈ V (H), and
let D be a family of edge-disjoint (γk, γ)-dense spots. Then fewer than Ω

γ dense spots
from D contain v.

We now define the avoiding set. Informally, a set E of vertices is avoiding if for
each set U of size at most Λk (where Λ � 1 is a large constant) and for each vertex
v ∈ E there is a dense spot containing v and almost disjoint from U . Favorable
properties of avoiding sets for embedding trees are shown in [HKP+a, section 3.5].

Definition 2.9 ((Λ, ε, γ, k)-avoiding set). Suppose that ε, γ > 0, Λ > 0, and
k ∈ N. Suppose that G is a graph and D is a family of dense spots in G. A set
E ⊆

⋃
D∈D V (D) is (Λ, ε, γ, k)-avoiding with respect to D if for every U ⊆ V (G) with

|U | 6 Λk the following holds for all but at most εk vertices v ∈ E: There is a dense
spot D ∈ D with |U ∩ V (D)| 6 γ2k that contains v.
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(a) Bounded decomposition. (b) Sparse decomposition.

Fig. 2. A simplified illustration of a bounded/sparse decomposition of a graph. The nowhere-
dense graph Gexp is shown in black, the dense spots D in dotted gray (different shades and shapes),
the clusters V and the edges in the cluster graph Greg in thick black, and the avoiding set E as
a thick black region. The difference between the bounded and the sparse decomposition is that no
distinction regarding degrees of vertices is made in the former.

Finally, we can introduce the most important tool in the proof of Theorem 1.2,
the sparse decomposition. It generalizes the notion of equitable partition from Sze-
merédi’s regularity lemma. The first step towards this end is the notion of bounded
decomposition. An illustration is given in Figure 2.

Definition 2.10 ((k,Λ, γ, ε, ν, ρ)-bounded decomposition). Suppose that V =
{V1, V2, . . . , Vs} is a partition of the vertex set of a graph G. We say that the quintuple
(V,D, Greg, Gexp,E) is a (k,Λ, γ, ε, ν, ρ)-bounded decomposition of G with respect to
V if the following properties are satisfied:

1. Gexp is a (γk, γ)-nowhere-dense subgraph of G with mindeg(Gexp) > ρk.
2. V consists of disjoint subsets of V (G).
3. Greg is a subgraph of G − Gexp on the vertex set

⋃
V. For each edge xy ∈

E(Greg) there are distinct Cx 3 x and Cy 3 y from V, and G[Cx, Cy] =
Greg[Cx, Cy]. Furthermore, G[Cx, Cy] forms an ε-regular pair of density at
least γ2.

4. We have νk 6 |C| = |C ′| 6 εk for all C,C ′ ∈ V.
5. D is a family of edge-disjoint (γk, γ)-dense spots in G − Gexp. For each
D = (U,W ;F ) ∈ D all the edges of G[U,W ] are covered by D (but not
necessarily by D).

6. If Greg contains at least one edge between C1 ∈ V and C2 ∈ V then there
exists a dense spot D = (U,W ;F ) ∈ D such that C1 ⊆ U and C2 ⊆W .

7. For each C ∈ V there is V ∈ V so that either C ⊆ V ∩ V (Gexp) or C ⊆
V \ V (Gexp). For each C ∈ V and each D = (U,W ;F ) ∈ D we have that
either C is disjoint from D or contained in D.

8. E is a (Λ, ε, γ, k)-avoiding subset of V (G) \
⋃

V with respect to dense spots
D.

We say that the bounded decomposition (V,D, Greg, Gexp,E) respects the avoiding
threshold b if for each C ∈ V we either have maxdegG(C,E) 6 b, or mindegG(C,E) >
b.

The members of V are called clusters. Define the cluster graph Greg as the graph
on the vertex set V that has an edge C1C2 for each pair (C1, C2) which has density
at least γ2 in the graph Greg.
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We can now introduce the notion of sparse decomposition in which we enhance
a bounded decomposition by distinguishing between vertices of huge and moderate
degree.

Definition 2.11 ((k,Ω∗∗,Ω∗,Λ, γ, ε, ν, ρ)-sparse decomposition). Suppose that
k ∈ N, ε, γ, ν, ρ > 0, and Λ,Ω∗,Ω∗∗ > 0. Let V = {V1, V2, . . . , Vs} be a parti-
tion of the vertex set of a graph G. We say that ∇ = (H,V,D, Greg, Gexp,E) is a
(k,Ω∗∗,Ω∗,Λ, γ, ε, ν, ρ)-sparse decomposition of G with respect to V1, V2, . . . , Vs if the
following hold:

1. H ⊆ V (G), mindegG(H) > Ω∗∗k, maxdegK(V (G) \ H) 6 Ω∗k, where K is
spanned by the edges of

⋃
D, Gexp, and edges to with H,

2. (V,D, Greg, Gexp,E) is a (k,Λ, γ, ε, ν, ρ)-bounded decomposition of G−H with
respect to V1 \H, V2 \H, . . . , Vs \H.

If the parameters do not matter, we call ∇ simply a sparse decomposition, and
similarly we speak about a bounded decomposition.

Definition 2.12 (captured edges, graphs G∇ and GD). In the situation of
Definition 2.11, we define the graph GD as the graph induced by the dense spots, i.e.,
V (GD) =

⋃
D∈D V (D), E(GD) =

⋃
D∈D E(D).

We refer to the edges in E(Greg) ∪ E(Gexp) ∪ EG(H, V (G)) ∪ EGD (E,E ∪
⋃

V)
as captured by the sparse decomposition. We write G∇ for the subgraph of G on the
same vertex set which consists of the captured edges.

Likewise, the captured edges of a bounded decomposition (V,D, Greg, Gexp,E) of
a graph G are those in E(Greg) ∪ E(Gexp) ∪ EGD (E,E ∪

⋃
V).

2.5. Regularized matchings. We recall the notion of a regularized matching,
introduced in [HKP+b].1

Definition 2.13 ((ε, d, `)-regularized matching). Suppose that ` ∈ N and d, ε >
0. A collection N of pairs (A,B) with A,B ⊆ V (H) is called an (ε, d, `)-regularized
matching of a graph H if

(i) |A| = |B| > ` for each (A,B) ∈ N ,
(ii) (A,B) induces in H an ε-regular pair of density at least d for each (A,B) ∈
N , and

(iii) the sets {A}(A,B)∈N and {B}(A,B)∈N are pairwise disjoint.
Sometimes, when the parameters do not matter, we simply write regularized matching.

Suppose that N is a regularized matching, and (A,B) ∈ N . Then we call A a
partner of B and B a partner of A (in N ).

We shall make use of some auxiliary results from [HKP+b]. To this end, we need
a definition.

Definition 2.14 (see [HKP+b, Definition 3.7]). We define G(n, k,Ω, ρ, ν, τ) to
be the class of all tuples (G,D, H,A) with the following properties:

(i) G is a graph of order n with maxdeg(G) 6 Ωk.
(ii) H is a bipartite subgraph of G with color classes AH and BH and with e(H) >

τkn.
(iii) D is a (ρk, ρ)-dense cover of G.
(iv) A is a (νk)-ensemble in G, and AH ⊆

⋃
A.

(v) A ∩ U ∈ {∅, A} for each A ∈ A and for each D = (U,W ;F ) ∈ D.

1In older versions of [HKP+b, HKP+d] (the arXiv preprints) and in the published version
of [HPS+15], we used the name “semiregular matchings.”
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Lemma 2.15 (see [HKP+b, Lemma 4.4]). For every Ω̄ ∈ N and ρ̄, ε̄, τ̄ ∈ (0, 1)
there exists an ᾱ > 0 such that for every ν̄ ∈ (0, 1) there is a number k̄0 ∈ N such
that the following holds for every k > k̄0.

For each (Ḡ, D̄, H̄, Ā) ∈ G(n, k, Ω̄, ρ̄, ν̄, τ̄) there exists an (ε̄, τ̄ ρ̄8Ω , ᾱν̄k)-regularized
matching M̄ of Ḡ such that

(1) for each (X,Y ) ∈ M̄ there are A ∈ Ā and D = (U,W ;F ) ∈ D̄ such that
X ⊆ U ∩A ∩AH and Y ⊆W ∩BH , and

(2) |V (M̄)| > τ̄
2Ω̄
n.

2.6. Cutting trees. We outline the way we process any k-vertex tree T in our
proof of Theorem 1.2. This is done in detail in [HKP+d, section 3]. The purpose of
the informal description below is only to serve as a reference when we motivate the
configurations in section 4.1.

Given T , we introduce a constant number (i.e., independent of k) of cut-vertices
W ⊆ V (T ). We can do so in such a way that the following properties are satisfied:2

• The set W is partitioned into sets WA∪̇WB such that the distance between
each vertex of WA and each vertex of WB is odd.

• The trees of T−W , which are called shrubs, are all small, i.e., of order O( k
|W | ).

Each shrub neighbors either one vertex of W (in which case it is called an
end shrub) or two vertices of W (in which case it is called an internal shrub).

• The two neighbors in W of each internal shrub are from WA.
• The components of T [W ] are referred to as hubs.
• The shrubs that neighbor a vertex (or two vertices) of WA are denoted SA.

The shrubs that neighbor a vertex of WB are denoted SB .
We call the quadruple (WA,WB ,SA,SB) a fine partition of T .

3. Shadows, random splitting, and common settings. In this section we
will prove some preliminaries needed for the main results of this paper, presented in
section 4. The present section is organized as follows. In section 3.1, we introduce an
auxiliary notion of shadows and prove some simple properties. Section 3.2 introduces
randomized splitting of the vertex set of an input graph. In section 3.3, we introduce
building blocks for the finer structure, which we will obtain in section 4.

3.1. Shadows. We will find it convenient to work with the notion of a shadow.
To motivate this notion, we recall the greedy embedding strategy. Suppose that T
is a tree of order k and G is a graph with minimum degree at least k − 1. We can
then root T at an arbitrary vertex. Then, we embed that vertex in G. Now, at each
step, we have a partial embedding of T in G. We pick one vertex of T that is already
embedded but whose children are still unembedded, and we embed those in T . The
minimum-degree condition tells us that we can always accommodate these children.

The greedy embedding strategy clearly fails in the setting of Theorem 1.2. So, we
need to enhance the strategy by not embedding the vertices of TT1.2 in some part U
(which is not suitable for continuing the embedding) of GT1.2. This forces us to look
ahead: When embedding a vertex v of TT1.2, we want to avoid not only U , but also
vertices that send many edges to U , since we want to avoid U also with the children
of v. The notion of shadow formalizes this.

2Here, we list only properties that are relevant for the description later. See [HKP+d, Definition
3.3 and Lemma 3.5] for details.
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Given a graph H, a set U ⊆ V (H), and a number `, we define inductively

shadow
(0)
H (U, `) := U ,

shadow
(i)
H (U, `) :=

{
v ∈ V (H) : degH(v, shadow

(i−1)
H (U, `)) > `

}
for i > 1 .

We abbreviate shadow
(1)
H (U, `) as shadowH(U, `). Further, the graph H is omitted

from the subscript if it is clear from the context. Note that the shadow of a set U
might intersect U .

Below, we state two facts which bound the size of a shadow of a given set. Fact 3.1
gives a bound for general graphs of bounded maximum degree, and Fact 3.2 gives a
stronger bound for nowhere-dense graphs.

Fact 3.1. Suppose H is a graph with maxdeg(H) 6 Ωk. Then for each α > 0,
i ∈ {0, 1, . . .}, and each set U ⊆ V (H), we have

|shadow(i)(U,αk)| 6
(

Ω

α

)i
|U | .

Proof. Proceeding by induction on i, it suffices to show that |shadow(1)(U,αk)| 6
Ω|U |/α. To this end, observe that U sends out at most Ωk|U | edges, while each vertex
of shadow(U,αk) receives at least αk edges from U .

Fact 3.2. Let α, γ,Q > 0 be three numbers such that 1 6 Q 6 α
16γ . Suppose that

H is a (γk, γ)-nowhere-dense graph, and let U ⊆ V (H) with |U | 6 Qk. Then we have

|shadow(U,αk)| 6 16Q2γ

α
k .

Proof. Suppose the contrary, and let W ⊆ shadow(U,αk) be of size |W | =
16Q2γ
α k 6 Qk. Then eH(U ∪W ) > 1

2

∑
v∈W degH(v, U) > 8γQ2k2. Thus H[U ∪W ]

has average degree at least

2eH(U ∪W )

|U |+ |W |
> 8γQk ,

and therefore, by a well-known fact, contains a subgraph H ′ of minimum degree at
least 4γQk. Taking a maximal cut (A,B) in H ′, it is easy to see that H ′[A,B]
has minimum degree at least 2γQk > γk. Further, H ′[A,B] has density at least
|A|·2γQk
|A||B| > γ, contradicting that H is (γk, γ)-nowhere-dense.

3.2. Random splitting. Suppose a graph G (together with its bounded decom-
position) is given. In this section we split its vertex set into several classes, the sizes
of which have given ratios. It is important that most vertices will have their degrees
split obeying approximately these ratios. The corresponding statement is given in
Lemma 3.3. It will be used to split the vertices of the host graph G = GT1.2 accord-
ing to which part of the tree T = TT1.2 ∈ trees(k) they will host. More precisely,
suppose that (WA,WB ,SA,SB) is a fine partition of T . Let tint and tend be the total
sizes of the internal and end shrubs, respectively. We then want to partition V (G)
into three sets A0,A1,A2 in the ratio (approximately)

(|WA|+ |WB |) : tint : tend
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so that degrees of the vertices of V (G) are split proportionally. This will allow us
to embed the vertices of WA ∪ WB into A0, the internal shrubs into A1, and end
shrubs into A2. Actually, since our embedding procedure is more complex, we require
not only that the degrees be split proportionally, but also that the objects from the
bounded decomposition be partitioned proportionally. In [HKP+d] it will become
clearer why such a random splitting needs to be used.

Lemma 3.3 is formulated in an abstract setting, without any reference to the tree
T and with a general number of classes in the partition.

Lemma 3.3. For each p ∈ N and a > 0 there exists k0 > 0 such that for each
k > k0 we have the following.

Suppose that G is a graph of order n > k0 and maxdeg(G) 6 Ω∗k with its
(k,Λ, γ, ε, k−0.05, ρ)-bounded decomposition (V,D, Greg, Gexp,E). As usual, we write
G∇ for the subgraph captured by (V,D, Greg, Gexp,E), and GD for the spanning sub-
graph of G consisting of the edges in D. LetM be an (ε, d, k0.95)-regularized matching
in G, and let B1, . . . ,Bp be subsets of V (G). Suppose that Ω∗ > 1 and Ω∗/γ < k0.1.

Suppose that q1, . . . , qp ∈ {0} ∪ [a, 1] are reals with
∑

qi 6 1. Then there exist
a partition A1 ∪ · · · ∪ Ap = V (G) and sets V̄ ⊆ V (G), V̄ ⊆ V(M), V̄ ⊆ V with the
following properties:

(1) |V̄ | 6 exp(−k0.1)n, |
⋃
V̄| 6 exp(−k0.1)n, |

⋃
V̄| < exp(−k0.1)n.

(2) For each i ∈ [p] and each C ∈ V \ V̄ we have |C ∩ Ai| > qi|Ai| − k0.9.
(3) For each i ∈ [p] and each C ∈ V(M) \ V̄ we have |C ∩ Ai| > qi|Ai| − k0.9.
(4) For each i ∈ [p], D = (U,W ;F ) ∈ D and mindegD(U \ V̄ ,W ∩ Ai) > qiγk −

k0.9.
(5) For each i, j ∈ [p] we have |Ai ∩ Bj | > qi|Bj | − n0.9.
(6) For each i ∈ [p], each J ⊆ [p], and each v ∈ V (G) \ V̄ we have

degH(v,Ai ∩ BJ) > qi degH(v,BJ)− 2−pk0.9

for each graph H ∈ {G,G∇, Gexp, GD, G∇ ∪ GD}, where BJ := (
⋂
j∈J Bj) \

(
⋃
j∈[p]\J Bj).

(7) For each i, i′, j, j′ ∈ [p] (j 6= j′), we have

eH(Ai ∩ Bj ,Ai′ ∩ Bj′) > qiqi′eH(Bj ,Bj′)− k0.6n0.6 ,

eH(Ai ∩ Bj ,Ai′ ∩ Bj) > qiqi′e(H[Bj ])− k0.6n0.6 if i 6= i′ ,

e(H[Ai ∩ Bj ]) > q2
i e(H[Bj ])− k0.6n0.6

for each graph H ∈ {G,G∇, Gexp, GD, G∇ ∪GD}.
(8) For each i ∈ [p] if qi = 0, then Ai = ∅.
Proof. We can assume that

∑
qi = 1 since all bounds in (2)–(7) are lower bounds.

Assume that k is large enough. We assign each vertex v ∈ V (G) to one of the sets
A1, . . . , Ap at random with respective probabilities q1, . . . , qp. Let V̄1 and V̄2 be the
vertices which do not satisfy (4) and (6), respectively. Let V̄ be the sets of V(M)
which do not satisfy (3), and let V̄ be the clusters of V which do not satisfy (2).
Setting V̄ := V̄1∪V̄2, we need to show that (1), (5), and (7) are fulfilled simultaneously
with positive probability. Using the union bound, it suffices to show that each of the
properties (1), (5), and (7) is violated with probability at most 0.2. The probability
of each of these three properties can be controlled in a straightforward way by the
Chernoff bound. We only give such a bound (with error probability at most 0.1) on
the size of the set V̄1 (appearing in (1)), which is the most difficult one to control.
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For i ∈ [p], let V̄1,i be the set of vertices v for which there exists D = (U,W ;F ) ∈
D, with U 3 v, such that degD(v,W ∩ Ai) < qiγk − k0.9. We aim to show that for
each i ∈ [p] the probability that |V̄1,i| > exp(−k0.2)n is at most 1

10p . Indeed, summing
such an error bound together with similar bounds for other properties will allow us
to conclude with the statement. This will in turn follow from the Markov inequality,
provided that we show that

(3.1) E[|V̄1,i|] 6
1

10p
· exp(−k0.2)n .

Indeed, let us consider an arbitrary vertex v ∈ V (G). By Fact 2.8, v is contained in at
most Ω∗/γ dense spots of D. For a fixed dense spot D = (U,W ;F ) ∈ D with v ∈ U
let us bound the probability of the event Ev,i,D that degD(v,W ∩Ai) < qiγk−k0.9. To
this end, fix a set N ⊆W ∩ND(v) of size exactly γk before the random assignment is
performed. Now, elements of V (G) are distributed randomly into the sets A1, . . . ,Ap.
In particular, the number |Ai ∩N | has binomial distribution with parameters γk and
qi. Using the Chernoff bound, we get

P[Ev,i,D] 6 P
[
|Ai ∩N | < qiγk − k0.9

]
6 exp(−k0.3) .

Thus, it follows by summing the tail over at most Ω∗/γ 6 k0.1 dense spots containing
v that

(3.2) P[v ∈ V̄1,i] 6 k0.1 · exp(−k0.3) .

Now, (3.1) follows by linearity of expectation.

Lemma 3.3 is utilized for the purpose of our proof of Theorem 1.2 using the notion
of proportional partition introduced in Definition 3.7 below.

3.3. Common settings. Throughout section 3 we shall be working with the
setting that comes from [HKP+b, Lemma 5.4]. To keep statements of the subsequent
lemmas reasonably short, we introduce a common setting.

Suppose that G is a graph with a (k,Ω∗∗,Ω∗,Λ, γ, ε, ν, ρ)-sparse decomposition

∇ = (H,V,D, Greg, Gexp,E)

with respect to (Lη,k(G),Sη,k(G)). Suppose further that MA,MB are (ε′, d, γk)-
regularized matchings inGD. The triple (XA,XB,XC)=(XA,XB,XC)(η,∇,MA,MB)
is then defined by setting

XA := Lη,k(G) \ V (MB) ,

XB :=

{
v ∈ V (MB) ∩ Lη,k(G) : d̂eg(v) < (1 + η)

k

2

}
,

XC := Lη,k(G) \ (XA ∪ XB) ,

where d̂eg(v) on the second line is defined by

(3.3) d̂eg(v) := degG
(
v,Sη,k(G) \

(
V (Gexp) ∪ E ∪ V (MA ∪MB)

))
.
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Remark 3.4. The sets XA,XB,XC were defined in [HKP+b, Definition 5.3]. Of
course, in applications, the matchingsMA andMB will be guaranteed to have some
favorable properties. These properties are formulated in [HKP+b, Lemma 5.4] and are
listed in (1)–(8) of Setting 3.5 below. It was argued in [HKP+b, section 5.1] why the set
XA has excellent properties for accommodating cut-vertices of TT1.2, and the set XB
has “half as excellent properties” for accommodating cut-vertices. In particular, the
formula defining XB suggests that we cannot make use of the set Sη,k(G)\ (V (Gexp)∪
E∪V (MA ∪MB)) for the purpose of embedding shrubs neighboring the cut-vertices
embedded into XB.

With this notation, we can introduce the common setting, Setting 3.5. This
setting serves as an interface between what has been done in [HKP+a, HKP+b] and
what will be needed in [HKP+d]. Thus, where possible, we interlace the (highly
technical) definitions of Setting 3.5 with some motivation and references.

Setting 3.5. We assume that the constants Λ,Ω∗,Ω∗∗, k0 and α̂, γ, ε, ε′, η, π, ρ, τ, d
satisfy

1

2
> η � 1

Ω∗
� 1

Ω∗∗
� ρ� γ � d >

1

Λ
> ε > π > α̂ > ε′ > ν � τ � 1

k0
> 0 ,

(3.4)

and that k > k0. Here, by writing c > a1 � a2 � · · · � a` > 0 we mean that there
exist suitable nondecreasing functions fi : (0, c)i → (0, c) (i = 1, . . . , ` − 1) such that
for each i ∈ [`− 1] we have ai+1 < fi(a1, . . . , ai). A suitable choice of these functions
in (3.4) is determined by the properties we require in [HKP+d].

Suppose that G ∈ LKSsmall(n, k, η) is given with its (k,Ω∗∗,Ω∗,Λ, γ, ε′, ν, ρ)-
sparse decomposition

∇ = (H,V,D, Greg, Gexp,E) ,

with respect to the partition {Sη,k(G),Lη,k(G)} and with respect to the avoiding thresh-

old ρk
100Ω∗ . We write

(3.5) V E := shadowG∇−H

(
E,

ρk

100Ω∗

)
and V E := {C ∈ V : C ⊆ V E} .

The graph Greg is the corresponding cluster graph. Let c be the size of an arbitrary
cluster3 in V. Let G∇ be the spanning subgraph of G formed by the edges captured by
∇. There are two (ε, d, πc)-regularized matchingsMA andMB in GD, with the follow-
ing properties (we abbreviate XA := XA(η,∇,MA,MB), XB := XB(η,∇,MA,MB),
and XC := XC(η,∇,MA,MB)): 4

(1) V (MA) ∩ V (MB) = ∅.
(2) V1(MB) ⊆ S0, where

(3.6) S0 := Sη,k(G) \ (V (Gexp) ∪ E) .

(3) For each (X,Y ) ∈ MA ∪ MB, there is a dense spot (U,W ;F ) ∈ D with
X ⊆ U and Y ⊆ W , and further, either X ⊆ Sη,k(G) or X ⊆ Lη,k(G), and
either Y ⊆ Sη,k(G) or Y ⊆ Lη,k(G).

3The number c is not defined when V = ∅. However, in that case c is never actually used.
4Let us note that properties (1)–(8) come from [HKP+b, Lemma 5.4], and properties (9) and (10)

come from [HKP+a, Lemma 3.14].
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(4) For each X1 ∈ V1(MA ∪MB) there exists a cluster C1 ∈ V such that X1 ⊆
C1, and for each X2 ∈ V2(MA ∪MB) there exists C2 ∈ V ∪ {Lη,k(G) ∩ E}
such that X2 ⊆ C2.

(5) Each pair of the regularized matchingMgood := {(X1, X2) ∈MA : X1∪X2 ⊆
XA} corresponds to an edge in Greg.

(6) eG∇
(
XA, S0 \ V (MA)

)
6 γkn.

(7) eGreg
(V (G) \ V (MA ∪MB)) 6 γ2kn.

(8) For the regularized matching NE := {(X,Y ) ∈MA∪MB : (X ∪Y )∩E 6= ∅}
we have eGreg

(
V (G) \ V (MA ∪MB), V (NE)

)
6 γ2kn.

(9) |E(G) \ E(G∇)| 6 2ρkn.
(10) |E(GD) \ (E(Greg) ∪ EG[E,E ∪

⋃
V])| 6 5

4γkn.
We now define several additional vertex sets. The first, the set V+, is just the

complement of the set used in (3.3),

V+ := V (G) \ (S0 \ V (MA ∪MB))(3.7)

= Lη,k(G) ∪ V (Gexp) ∪ E ∪ V (MA ∪MB) .(3.8)

The set L# defined below is the set of “bad vertices of Lη,k(G),” that is, the set of
those vertices which have many uncaptured neighbors in the sparse decomposition. If
we think of the set V+ as candidate vertices for embedding certain shrubs (cf. Remark
3.4), then we’d better discard vertices with a big uncaptured degree from that set. This
leads us to the definition of the set Vgood. Since the set H is treated separately, it is
also deleted from Vgood.

L# := Lη,k(G) \ L 9
10η,k

(G∇) ,(3.9)

Vgood := V+ \ (H ∪ L#) .(3.10)

We can now define sets YA and YB, which should be regarded as cleaned versions
of the sets XA and XB. Here, by a cleaning we mean the process of getting rid of
certain atypical vertices. Indeed, Lemma 3.10 below asserts that YA approximately
equals XA, and YB approximately equals XB. Set

YA := shadowG∇

(
V+ \ L#,

(
1 +

η

10

)
k
)
\ shadowG−G∇

(
V (G),

η

100
k
)
,(3.11)

YB := shadowG∇

(
V+ \ L#,

(
1 +

η

10

) k
2

)
\ shadowG−G∇

(
V (G),

η

100
k
)
.(3.12)

When the set H is negligible, the configuration we obtain does not involve H at all. In
other words, H is not used for embedding. Thus, we use the concept of shadows in the
way described at the beginning of section 3.1 to avoid H and define V H as follows:

V H := (XA ∪ XB) ∩ shadowG

(
H, η

100k
)
.(3.13)

Next, we define “bad sets” JE, J1, J, J2, and J3, again using shadows:

JE := shadowGreg(V (NE), γk) \ V (MA ∪MB) ,

J1 := shadowGreg(V (G) \ V (MA ∪MB), γk) \ V (MA ∪MB) ,

J := (XA \ YA) ∪ ((XA ∪ XB) \ YB) ∪ V H ∪ L# ∪ J1

∪ shadowGD∪G∇(V H ∪ L# ∪ JE ∪ J1, η
2k/105) ,

J2 := XA ∩ shadowG∇(S0 \ V (MA),
√
γk) ,

J3 := XA ∩ shadowG∇(XA, η3k/103) .
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Eliminating JE from an embedding procedure, for example, will guarantee that we will
not be forced to enter the set NE. This is convenient in some situations. Which
sets are “bad” depends on the particular configuration we want to get. That is, some
properties given in the definitions of our configurations in section 4.1 could be phrased
in terms of avoiding some of the sets JE, J1, J, J2, and J3. For some other properties
of the configurations, we take only some of the sets JE, J1, J, J2, and J3 as initial
natural forbidden sets, but then we need to apply some nontrivial cleaning (in Lemmas
6.1–6.3) to get a desired configuration.

We define a set F of clusters of MA ∪MB,

F := {C ∈ V(MA) : C ⊆ XA} ∪ V1(MB) .(3.14)

As it turns out (see Lemma 3.11), F is actually an (MA ∪MB)-cover.

On the interface between Lemma 4.17 and Lemma 6.3 we shall need to work
with a regularized matching which is formed of only those edges E(D) which are
either incident to E or included in Greg. The following lemma provides us with
an appropriate “cleaned version of D.” The notion of being absorbed adapts in a
straightforward way to two families of dense spots: A family of dense spots D1 is
absorbed by another family D2 if for every D1 ∈ D1 there exists D2 ∈ D2 such that
D1 is contained in D2 as a subgraph.

Lemma 3.6. Assume we are in Setting 3.5. Then there exists a family D∇ of
edge-disjoint (γ3k/4, γ/2)-dense spots absorbed by D such that

1. |E(D) \ E(D∇)| 6 ρkn, and
2. E(D∇) ⊆ E(Greg) ∪ E(G[E,E ∪

⋃
V]).

The proof of Lemma 3.6 is a warm-up for proofs in section 5.

Proof of Lemma 3.6. Let D− ⊆ D be the set of dense spots D ∈ D for which

√
γe(D) 6

∣∣∣E(D) \
(
E(Greg) ∪ E

(
G
[
E,E ∪

⋃
V
]))∣∣∣ .

Thus,

√
γe(D−) 6

∣∣∣E(D−) \
(
E(Greg) ∪ E

(
G
[
E,E ∪

⋃
V
]))∣∣∣

6
∣∣∣E(D) \

(
E(Greg) ∪ E

(
G
[
E,E ∪

⋃
V
]))∣∣∣

(by S3.5(10)) 6
5

4
γkn .(3.15)

For each D ∈ D \ D− we show below how to extract a (γ3k/4, γ/2)-dense spot
D′ ⊆ D with

(3.16) e(D′) > (1− 2
√
γ)e(D)

and E(D′) ⊆ E(Greg) ∪ E(G[E,E ∪
⋃

V]). Let D∇ be the set of all D′ obtained in
this way. That is, we have E(D∇) ⊆ E(D \ D−). This ensures property 2. We also
have property 1, since

|E(D) \ E(D∇)| = |E(D−)|+ |E(D \ D−) \ E(D∇)|

((3.15) for 1st term and (3.16) for 2nd term) 6
5

4

√
γkn+ 2

√
γ · e(D)

(as e(D) 6 e(G) 6 kn) 6 ρkn .



THE APPROXIMATE LOEBL–KOMLÓS–SÓS CONJECTURE III 1031

We now show how to extract a (γ3k/4, γ/2)-dense spot D′ ⊆ D with e(D′) >
(1− 2

√
γ)e(D) and E(D′) ⊆ E(Greg)∪E(G[E,E∪

⋃
V]) from any spot D ∈ D \D−.

Let D = (A,B;F ), and let a := |A|, b := |B|. As D is (γk, γ)-dense, we have a, b > γk.
Note also that Definition 2.5 gives that

(3.17) e(D) > γab >
γ1.5ab

2
.

First, we discard from D all edges not contained in E(Greg) ∪ E(G[E,E ∪
⋃

V]) to
obtain a dense spot D∗ ⊆ D with e(D∗) > (1 − √γ)e(D). Next, we perform a
sequential cleaning procedure in D∗. As long as there are such vertices, discard from
A any vertex whose current degree is less than γ2b/4, and discard from B any vertex
whose current degree is less than γ2a/4. When this procedure terminates, the resulting
graph D′ = (A′, B′;F ′) has mindegD′(A

′) > γ2b/4 > γ3k/4 and mindegD′(B
′) >

γ3k/4. Note that we deleted at most a · γ2b/4 + b · γ2a/4 edges out of the at least
(1−√γ)e(D) edges of D∗. This means that

e(D′) > (1−√γ)e(D)− γ2ab/2
(3.17)

> (1− 2
√
γ)e(D) ,

as desired. Thus we also have the required density of D′, namely dD′(A
′, B′) >

(1− 2
√
γ)γ > γ/2.

In some cases we shall also partition the set V (G) into three sets as in Lemma 3.3.
This motivates the following definition.

Definition 3.7 (proportional splitting). Let p0, p1, p2 > 0 be three positive reals
with

∑
i pi 6 1. Under Setting 3.5, suppose that (A0,A1,A2) is a partition of V (G)\H

satisfying the assertions of Lemma 3.3 with parameter pL3.3 := 10 for graph G∗L3.3 :=
(G∇ − H) ∪ GD (here the union means union of the edges), bounded decomposition
(V,D, Greg, Gexp,E), matching ML3.3 := MA ∪MB, sets B1 := Vgood,B2 := XA \
(H∪ J), B3 := XB \ J, B4 := V (Gexp), B5 := E, B6 := V E, B7 := JE, B8 := Lη,k(G),
B9 := L#, B10 := V H, and reals q1 := p0, q2 := p1, q3 := p2, q4 := · · · = q10 = 0.
Note that by Lemma 3.3(8) we have that (A0,A1,A2) is a partition of V (G) \H. We
call (A0,A1,A2) a proportional (p0 : p1 : p2) splitting.

We refer to properties of the proportional (p0 : p1 : p2) splitting (A0,A1,A2) using
the numbering of Lemma 3.3; for example, “Definition 3.7(5)” tells us, among other
things, that |(XA \ (J ∪H)) ∩ A0| > p0|XA \ (J ∪H)| − n0.9.

Setting 3.8. Under Setting 3.5, suppose that we are given a proportional (p0 :
p1 : p2) splitting (A0,A1,A2) of V (G) \H. We assume that

(3.18) p0, p1, p2 >
η

100
.

Let V̄ , V̄, V̄ be the exceptional sets as in Definition 3.7(1).
We write

(3.19) F := shadowGD

(⋃
V̄ ∪

⋃
V̄∗ ∪

⋃
V̄,

η2k

1010

)
,

where V̄∗ are a family of partners of V̄ in MA ∪MB.
We have

(3.20) |F| 6 εn .
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For an arbitrary set U ⊆ V (G) and for i ∈ {0, 1, 2}, we write U �i for the set
U ∩ Ai.

For each (X,Y ) ∈MA ∪MB such that X,Y /∈ V̄, we write (X,Y )�i for an arbi-
trary fixed pair (X ′ ⊆ X,Y ′ ⊆ Y ) with the property that |X ′| = |Y ′| = min{|X�i|, |Y �i|}.
We extend this notion of restriction to an arbitrary regularized matching N ⊆MA ∪
MB as follows. We set

N �i :=
{

(X,Y )�i : (X,Y ) ∈ N with X,Y /∈ V̄
}
.

The next lemma provides some simple properties of a restriction of a regularized
matching.

Lemma 3.9. Assume Settings 3.5 and 3.8. Then for each i ∈ {0, 1, 2} and for each
N ⊆MA ∪MB, we have that N �i is a ( 400ε

η , d2 ,
ηπ
200 c)-regularized matching satisfying

(3.21) |V (N �i)| > pi|V (N )| − 2k−0.05n .

Moreover, for all v 6∈ F and for all i = 0, 1, 2, we have degGD (v, V (N )�i \ V (N �i)) 6
η2k
105 .

Proof. Let us consider an arbitrary pair (X,Y ) ∈ N . By Definition 3.7(3) we
have

(3.22) |X�i| > pi|X| − k0.9
(3.18)

>
η

200
|X| and |Y �i| > pi|Y | − k0.9

(3.18)

>
η

200
|Y | .

In particular, Fact 2.1 gives that (X,Y )�i is a 400ε/η-regular pair of density at least
d/2.

We now turn to (3.21). The total order of pairs (X,Y ) ∈ N excluded entirely
from N �i is at most

(3.23) 2 exp(−k0.1)n < k−0.05n

by Definition 3.7(1). Further, for each (X,Y ) ∈ N whose part is included in N �i we
have that

(3.24) |V ((X,Y )�i)|
(3.22)

> pi(|X|+ |Y |)− 2k0.9 .

Recall that MA and MB are (ε, d, πc)-regularized. In particular, MA and MB are
(ε, d, k0.95)-regularized. Consequently,

(3.25) |N | 6 |MA ∪MB | 6
n

2k0.95
.

Collecting the loss caused by entirely excluded pairs in (3.23) and the loss of at most
2k0.9 vertices from (3.24) to each of the at most |N |-many nonexcluded pairs, we get
that

|V (N �i)|
(3.23)

> pi|V (N )| − k−0.05n− 2k0.9|N |
(3.25)

> pi|V (N )| − 2k−0.05n ,

and (3.21) follows.
For the “moreover” part of the lemma, note that by Facts 2.7 and 2.8

degGD (v, V (N )�i \ V (N �i)) 6 η2k

1010
+

(Ω∗)2

πνγ2
· 3k0.9 6

η2k

105
.

This completes the proof.

The following lemma gives a useful bound on the sizes of some sets defined in
Setting 3.5.
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Lemma 3.10. Suppose we are in Setting 3.5. Let

(3.26) β > η2√γ

be arbitrary. Suppose that all but at most βkn edges are captured by ∇. Then,

|L#| 6
20β

η
n ,(3.27)

|XA \ YA| 6 600β

η2
n ,(3.28)

|(XA ∪ XB) \ YB| 6 600β

η2
n .(3.29)

Further, let β̃ > 0 be arbitrary. If eG(H,XA ∪ XB) 6 β̃kn, then

|V H| 6
100β̃n

η
.(3.30)

Proof. Let W1 := {v ∈ V (G) : degG(v) − degG∇(v) > ηk/100}. We have

|W1| 6 200β
η n 6 100β

η2 n.

Observe that L# sends out at most (1 + 9
10η)k|L#| < 40β

η kn edges in G∇. Let

W2 := {v ∈ V (G) : degG∇(v, L#) > ηk/10}. We have |W2| 6 400β
η2 n.

Let W3 := {v ∈ XA : degG∇(v, S0 \V (MA)) >
√
γk}. By Setting 3.5(6) we have

|W3| 6
√
γn

(3.26)

6
β

η2
n .

For (3.28), observe that XA \ YA ⊆ W1 ∪ W2 ∪ W3. For (3.29), observe that
XB \YB ⊆W1 ∪W2 and that YA ⊆ YB. Thus, (XA∪XB) \YB ⊆ (XA \YA)∪ (XB \
YB) ⊆W1 ∪W2 ∪W3.

The bound (3.30) follows from (3.13).

We finish this section with an auxiliary result which will only be used later in the
proofs of Lemmas 6.2 and 6.3.

Lemma 3.11. Assume Settings 3.5 and 3.8. We have

XA�0 \ (J ∪ F) ⊆ A0 \
(
F ∪ shadowGD

(
V H,

η2k

105

))
,(3.31)

maxdegG∇

(
XA \ (J2 ∪ J3),

⋃
F
)
6

3η3

2 · 103
k ,(3.32)

and for i = 1, 2 we have

mindegG∇

(
XA \ (J ∪ V̄ ), V �igood

)
> pi

(
1 +

η

20

)
k ,(3.33)

mindegG∇

(
XB \ (J ∪ V̄ ), V �igood

)
> pi

(
1 +

η

20

) k
2

.(3.34)

Moreover, F defined in (3.14) is an (MA ∪MB)-cover.

Proof. The definition of J gives (3.31).
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For (3.33) and (3.34), assume that i = 2 (the other case is analogous). Observe
that

mindegG∇

(
YA \ (V H ∪ V̄ ), V �2good

)
(by D3.7(6)) > p2 ·mindegG∇(YA \ V H, Vgood)− k0.9

(by (3.10)) > p2 ·
(
mindegG∇(YA, V+ \ L#)−maxdegG∇(YA \ V H,H)

)
− k0.9

(by (3.11), (3.13)) > p2 ·
((

1 +
η

10

)
k − ηk

100

)
− k0.9

(by (3.4), (3.18)) > p2 ·
(

1 +
η

20

)
k ,

which proves (3.33), as XA \ (J ∪ V̄ ) ⊆ YA \ (V H ∪ V̄ ). Similarly, we obtain that

mindegG∇

(
YB \ (V H ∪ V̄ ), V �2good

)
> p2

(
1 +

η

20

) k
2
,

which proves (3.34).

We have maxdegG∇(XA\J3,XA) < η3

103 k and maxdegG∇(XA\J2, S
0 \V (MA)) <√

γk. Thus (3.32) follows from Setting 3.5(2) and by (3.4).
For the “moreover” part, it suffices to prove that {C ∈ V(MA) : C ⊆ XA} =

F \ V1(MB) is an MA-cover. Let (T1, T2) ⊆ MA. As G ∈ LKSsmall(n, k, η), we
have by Setting 3.5(3) that for some i ∈ {1, 2}, Ti is contained in Lη,k(G). Then by
Setting 3.5(1), Ti ⊆ XA, as desired.

4. Ten types of configurations. We now come to the heart of the present
paper. We will introduce ten configurations—denoted (�1)–(�10)—which may be
found in a graph G ∈ LKS(n, k, η).5 We will be able to infer from the main results
of this section (Lemmas 6.1–6.3) and from other structural results of this paper and
of [HKP+b] that each graph G ∈ LKS(n, k, η) contains at least one of these config-
urations. Lemmas 6.1–6.3 are based on the structure provided by [HKP+b, Lemma
5.4]. We refer the reader to [HKP+d, section 6.1], where we describe in more detail
how each of the configurations (�1)–(�10) can be used for the embedding of any given
tree from trees(k), as required for Theorem 1.2. A full description and proofs of the
embedding strategies are given in [HKP+d, section 6.5].

The organization of this section is as follows. In section 4.1, we state some
preliminary definitions and introduce the configurations (�1)–(�10). In section 5,
we prove certain “cleaning lemmas.” The main results are then stated and proved in
section 6. The results of section 6 rely on the auxiliary lemmas of section 3.2 and 5.

4.1. The configurations. We can now define the preconfigurations (♣), (♥1),
(♥2), (exp), and (reg), as well as the configurations6 (�1)–(�10). Lemma 4.17 (the
proof of which occupies section 6) asserts that each graph LKS(n, k, η) contains at
least one of the configurations (�1)–(�10). More precisely, after getting the “rough
structure” we obtained in [HKP+b], we get one of the configurations (�1)–(�10) from
Lemma 4.17, which builds on the analysis given in Lemmas 6.1–6.3.

We now give a brief overview of these configurations. Recall that for our proof of
Theorem 1.2 we combine these configurations (in the host graph GT1.2) with a given
fine partition of the tree TT1.2 which was informally explained in section 2.6.

5Saying that “we have configuration X,” “the graph is in configuration X,” or “configuration X
occurs” is the same.

6The word “configuration” is used for a final structure in a graph which is suitable for embedding
purposes, while “preconfigurations” are building blocks for configurations.
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Configuration (�1) covers the easy and lucky case when G contains a subgraph
with high minimum degree. A very simple tree-embedding strategy similar to the
greedy strategy turns out to work in this case.

The purpose of preconfiguration (♣) is to utilize vertices of H. On the one hand,
these vertices seem very powerful because of their large degree; on the other hand, the
edges incident to them are very unstructured. Therefore preconfiguration (♣) distills
some structure in H. This preconfiguration is then a part of configurations (�2)–(�5)
which deal with the case when H is substantial. Indeed, Lemma 6.1 asserts that
whenever H is incident to many edges, then at least one of configurations (�1)–(�5)
must occur.

Let us note that each of the configurations (�1)–(�5) alone suffices for embedding
all k-vertex trees. However, when H is negligible, we may need different configurations
(�6)–(�10) (with different parameters) for embedding different individual trees from
trees(k).

The cases when the number of edges incident to H is negligible are covered by
configurations (�6)–(�10). More precisely, in this setting Lemma 4.17 transforms the
output structure we obtained in [HKP+b] into an input structure for either Lemma 6.2
or Lemma 6.3. These lemmas then assert that, indeed, one of the configurations (�6)–
(�10) must occur. The configurations (�6)–(�8) involve combinations of one of the
two preconfigurations (♥1) and (♥2) and one of the two preconfigurations (exp) and
(reg). The idea here is that the hubs are embedded using the structure of (exp) or
(reg) (whichever is applicable), the internal shrubs are embedded using the structure
which is specific to each of the configurations (�6)–(�8), and the end shrubs are
embedded using the structure of (♥1) or (♥2). For this reason, configurations (�6)–
(�9) are accompanied by parameters (denoted by h, h1, and h2 in Definitions 4.11–
4.14) which correspond to the total orders of shrubs of different kinds. Configuration
(�10) is very similar to the structures obtained in the dense setting in [PS12, HP16].
Configuration (�9) should be considered halfway towards the dense setting.

Some of the configurations below are accompanied with parameters in the paren-
theses; note that we do not make explicit those numerical parameters which are
inherited from Setting 3.5.

We start by defining configuration (�1). This is a very easy configuration in which
a modification of the greedy tree-embedding strategy works.

Definition 4.1 (configuration (�1)). We say that a graph G is in configura-
tion (�1) if there exists a nonempty bipartite graph H ⊆ G with mindegG(V (H)) > k
and mindeg(H) > k/2.

We now introduce configurations (�2)–(�5), which make use of the set H. These
configurations build on preconfiguration (♣).

Definition 4.2 (preconfiguration (♣)). Suppose that we are in Setting 3.5. We
say that the graph G is in preconfiguration (♣)(Ω?) if the following conditions are
satisfied: G contains nonempty sets L′′ ⊆ L′ ⊆ L 9

10η,k
(G∇) \ H, and a nonempty set

H′ ⊆ H such that

maxdegG∇(L′,H \H′) < ηk

100
,(4.1)

mindegG∇(H′, L′) > Ω?k ,(4.2)

maxdegG∇(L′′,L 9
10η,k

(G∇) \ (H ∪ L′)) 6 ηk

100
.(4.3)

Definition 4.3 (configuration (�2)). Suppose that we are in Setting 3.5. We
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say that the graph G is in configuration (�2)(Ω?, Ω̃, β) if the following conditions are
satisfied.

The triple L′′, L′,H′ witnesses preconfiguration (♣)(Ω?) in G. There exist a
nonempty set H′′ ⊆ H′, a set V1 ⊆ V (Gexp) ∩ YB ∩ L′′, and a set V2 ⊆ V (Gexp)
with the following properties:

mindegG∇(H′′, V1) > Ω̃k ,

mindegG∇(V1,H′′) > βk ,

mindegGexp
(V1, V2) > βk ,

mindegGexp
(V2, V1) > βk .

Definition 4.4 (configuration (�3)). Suppose that we are in Setting 3.5. We say
that the graph G is in configuration (�3)(Ω?, Ω̃, ζ, δ) if the following conditions are
satisfied.

The triple L′′, L′,H′ witnesses preconfiguration (♣)(Ω?) in G. There exist a
nonempty set H′′ ⊆ H′, a set V1 ⊆ E ∩ YB ∩ L′′, and a set V2 ⊆ V (G) \ H such
that the following properties are satisfied:

mindegG∇(H′′, V1) > Ω̃k ,

mindegG∇(V1,H′′) > δk ,

maxdegGD (V1, V (G) \ (V2 ∪H)) 6 ζk ,(4.4)

mindegGD (V2, V1) > δk .(4.5)

Definition 4.5 (configuration (�4)). Suppose that we are in Setting 3.5. We say
that the graph G is in configuration (�4)(Ω?, Ω̃, ζ, δ) if the following conditions are
satisfied.

The triple L′′, L′,H′ witnesses preconfiguration (♣)(Ω?) in G. There exist a
nonempty set H′′ ⊆ H′ and sets V1 ⊆ YB ∩ L′′, E′ ⊆ E, and V2 ⊆ V (G) \H with the
following properties:

mindegG∇(H′′, V1) > Ω̃k ,

mindegG∇(V1,H′′) > δk ,

mindegG∇∪GD (V1,E′) > δk ,(4.6)

mindegG∇∪GD (E′, V1) > δk ,(4.7)

mindegG∇∪GD (V2,E′) > δk ,(4.8)

maxdegG∇∪GD (E′, V (G) \ (H ∪ V2)) 6 ζk .(4.9)

Definition 4.6 (configuration (�5)). Suppose that we are in Setting 3.5. We say
that the graph G is in configuration (�5)(Ω?, Ω̃, δ, ζ, π̃) if the following conditions are
satisfied.

The triple L′′, L′,H′ witnesses preconfiguration (♣)(Ω?) in G. There exist a
nonempty set H′′ ⊆ H′ and a set V1 ⊆ (YB ∩ L′′ ∩

⋃
V) \ V (Gexp) such that the

following conditions are fulfilled:

mindegG∇(H′′, V1) > Ω̃k ,(4.10)

mindegG∇(V1,H′′) > δk ,(4.11)

mindegGreg
(V1) > ζk .(4.12)
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Further, we have

(4.13) C ∩ V1 = ∅ or |C ∩ V1| > π̃|C|

for every C ∈ V.

In remains to introduce configurations (�6)–(�10). In these configurations the
set H is not utilized. All these configurations make use of Setting 3.8; i.e., the set
V (G) \ H is partitioned into three sets A0,A1, and A2. The purpose of A0,A1, and
A2 is to make it possible to embed the hubs, the internal shrubs, and the end shrubs
of TT1.2, respectively. Thus the parameters p0, p1, and p2 are chosen proportionally
to the sizes of these respective parts of TT1.2.

We first introduce the four preconfigurations (♥1), (♥2), (exp), and (reg).
An M-cover of a regularized matching M is a family F ⊆ V(M) with the

property that at least one of the elements S1 and S2 is a member of F for each
(S1, S2) ∈M.

Definition 4.7 (preconfiguration (♥1)). Suppose that we are in Settings 3.5
and 3.8. We say that the graph G is in preconfiguration (♥1)(γ′, h) of V (G) if there

are two nonempty sets V0, V1 ⊆ A0 \ (F ∪ shadowGD (V H,
η2k
105 )) with the following

properties:

mindegG∇

(
V0, V

�2
good

)
> h/2 ,(4.14)

mindegG∇

(
V1, V

�2
good

)
> h .(4.15)

Further, there is an (MA ∪MB)-cover F such that

(4.16) maxdegG∇

(
V1,
⋃
F
)
6 γ′k .

Definition 4.8 (preconfiguration (♥2)). Suppose that we are in Settings 3.5
and 3.8. We say that the graph G is in preconfiguration (♥2)(h) of V (G) if there

are two nonempty sets V0, V1 ⊆ A0 \ (F ∪ shadowGD (V H,
η2k
105 )) with the following

properties:

mindegG∇

(
V0 ∪ V1, V

�2
good

)
> h.(4.17)

Definition 4.9 (preconfiguration (exp)). Suppose that we are in Settings 3.5
and 3.8. We say that the graph G is in preconfiguration (exp)(β) if there are two
nonempty sets V0, V1 ⊆ A0 with the following properties:

mindegGexp
(V0, V1) > βk ,(4.18)

mindegGexp
(V1, V0) > βk .(4.19)

Definition 4.10 (preconfiguration (reg)). Suppose that we are in Settings 3.5
and 3.8. We say that the graph G is in preconfiguration (reg)(ε̃, d′, µ) if there are
two nonempty sets V0, V1 ⊆ A0 and a nonempty family of vertex-disjoint (ε̃, d′)-

superregular pairs {(Q(j)
0 , Q

(j)
1 }j∈Y (with respect to the edge set E(G)) with V0 :=⋃

Q
(j)
0 and V1 :=

⋃
Q

(j)
1 such that

min
{
|Q(j)

0 |, |Q
(j)
1 |
}
> µk .(4.20)
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Definition 4.11 (configuration (�6)). Suppose that we are in Settings 3.5 and
3.8. We say that the graph G is in configuration (�6)(δ, ε̃, d′, µ, γ′, h2) if the following
conditions are satisfied.

The vertex sets V0, V1 witness preconfiguration (reg)(ε̃, d′, µ) or preconfiguration
(exp)(δ) and either preconfiguration (♥1)(γ′, h2) or preconfiguration (♥2)(h2). There
exist nonempty sets V2, V3 ⊆ A1 such that

mindegG(V1, V2) > δk ,(4.21)

mindegG(V2, V1) > δk ,(4.22)

mindegGexp
(V2, V3) > δk ,(4.23)

mindegGexp
(V3, V2) > δk .(4.24)

Definition 4.12 (configuration (�7)). Suppose that we are in Settings 3.5 and
3.8. We say that the graph G is in configuration (�7)(δ, ρ′, ε̃, d′, µ, γ′, h2) if the fol-
lowing conditions are satisfied.

The sets V0, V1 witness preconfiguration (reg)(ε̃, d′, µ) and either preconfigura-
tion (♥1)(γ′, h2) or preconfiguration (♥2)(h2). There exist nonempty sets V2 ⊆ E�1\V̄
and V3 ⊆ A1 such that

mindegG(V1, V2) > δk ,(4.25)

mindegG(V2, V1) > δk ,(4.26)

maxdegGD (V2,A1 \ V3) < ρ′k ,(4.27)

mindegGD (V3, V2) > δk .(4.28)

Definition 4.13 (configuration (�8)). Suppose that we are in Settings 3.5 and
3.8. We say that the graph G is in configuration (�8)(δ, ρ′, ε1, ε2, d1, d2, µ1, µ2, h1, h2)
if the following conditions are satisfied.

The vertex sets V0, V1 witness preconfigurations (reg)(ε2, d2, µ2) and (♥2)(h2).
There exist nonempty sets V2 ⊆ A0, V3, V4 ⊆ A1, V3 ⊆ E \ V̄ , and an (ε1, d1, µ1k)-
regularized matching N absorbed by (MA ∪MB) \ NE, V (N ) ⊆ A1 \ V3, such that

mindegG(V1, V2) > δk ,(4.29)

mindegG(V2, V1) > δk ,(4.30)

mindegG∇(V2, V3) > δk ,(4.31)

mindegG∇(V3, V2) > δk ,(4.32)

maxdegGD (V3,A1 \ V4) < ρ′k ,(4.33)

mindegGD (V4, V3) > δk ,(4.34)

degGD (v, V3) + degGreg
(v, V (N )) > h1 for each v ∈ V2 .(4.35)

Definition 4.14 (configuration (�9)). Suppose that we are in Settings 3.5 and
3.8. We say that the graph G is in configuration (�9)(δ, γ′, h1, h2, ε1, d1, µ1, ε2, d2, µ2)
if the following conditions are satisfied.

The sets V0, V1 together with the (MA ∪ MB)-cover F ′ witness preconfigura-
tion (♥1)(γ′, h2). There exists an (ε1, d1, µ1k)-regularized matching N absorbed by

MA ∪ MB, with V (N ) ⊆ A1. Further, there is a family {(Q(j)
0 , Q

(j)
1 )}j∈Y as in

preconfiguration (reg)(ε2, d2, µ2). There is a set V2 ⊆ V (N ) \
⋃
F ′ ⊆

⋃
V with the

following properties:

mindegGD (V1, V2) > h1 ,(4.36)

mindegGD (V2, V1) > δk .(4.37)
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Our last configuration, configuration (�10), will lead to an embedding very similar
to the one in the dense case (as treated in [PS12]; this will be explained in detail
in [HKP+d]). To formalize the configuration we need a preliminary definition. We
shall generalize the standard concept of a regularity graph (in the context of regular
partitions and Szemerédi’s regularity lemma) to graphs with clusters whose sizes are
bounded only from below.

Definition 4.15 ((ε, d, `1, `2)-regularized graph). Let G be a graph, and let V be
an `1-ensemble that partitions V (G). Suppose that G[X] is empty for each X ∈ V, and
suppose G[X,Y ] is ε-regular and of density either 0 or at least d for each X,Y ∈ V.
Further suppose that for all X ∈ V it holds that |

⋃
NG(X)| 6 `2. Then we say that

(G,V) is an (ε, d, `1, `2)-regularized graph.
A regularized matching M of G is consistent with (G,V) if V(M) ⊆ V.

Definition 4.16 (configuration (�10)(ε̃, d′, `1, `2, η
′)). Assume Setting 3.5. The

graph G contains an (ε̃, d′, `1, `2)-regularized graph (G̃,V), and there is an (ε̃, d′, `1)-
regularized matching M consistent with (G̃,V). There are a family L∗ ⊆ V and
distinct clusters A,B ∈ V with

(a) E(G̃[A,B]) 6= ∅,
(b) degG̃(v, V (M)∪

⋃
L∗) > (1 + η′)k for all but at most ε̃|A| vertices v ∈ A and

for all but at most ε̃|B| vertices v ∈ B, and
(c) for each X ∈ L∗ we have degG̃(v) > (1+η′)k for all but at most ε̃|X| vertices

v ∈ X.

4.2. The main result. We are now ready to state the main result of the present
paper, Lemma 4.17. In the remaining part of the paper we build up the arguments
that lead to the proof of Lemma 4.17, which is given in section 6.2.

Lemma 4.17. Suppose we are in Settings 3.5 and 3.8. Further suppose that at
least one of the following holds in G:

(K1) 2eG(XA) + eG(XA,XB) > ηkn/3,
(K2) |V (Mgood)| > ηn/3,

where Mgood := {(A,B) ∈ MA : A ∪ B ⊆ XA}. Then one of the following configu-
rations occurs in G:

• (�1),

• (�2)
(

η39Ω∗∗

4·1090(Ω∗)11 ,
4√

Ω∗∗

2 , η13ρ2

128·1030·(Ω∗)5

)
,

• (�3)
(

η39Ω∗∗

4·1090(Ω∗)11 ,
4√

Ω∗∗

2 , γ2 ,
η13γ2

128·1030·(Ω∗)5

)
,

• (�4)
(

η39Ω∗∗

4·1090(Ω∗)11 ,
4√

Ω∗∗

2 , γ2 ,
η13γ3

384·1030(Ω∗)6

)
,

• (�5)
(

η39Ω∗∗

4·1090(Ω∗)11 ,
4√

Ω∗∗

2 , η13

128·1030·(Ω∗)3 ,
η
2 ,

η13

128·1030·(Ω∗)4

)
,

• (�6)
(

η3ρ4

1014(Ω∗)4 , 4π,
γ3ρ

32Ω∗ ,
η2ν

2·104 ,
3η3

2000 , p2(1 + η
20 )k

)
,

• (�7)
(

η3γ3ρ
1012(Ω∗)4 ,

ηγ
400 , 4π,

γ3ρ
32Ω∗ ,

η2ν
2·104 ,

3η3

2·103 , p2(1 + η
20 )k

)
,

• (�8)
(

η4γ4ρ
1015(Ω∗)5 ,

ηγ
400 ,

400ε
η , 4π, d2 ,

γ3ρ
32Ω∗ ,

ηπc
200k ,

η2ν
2·104 , p1(1 + η

20 )k, p2(1 + η
20 )k

)
,

• (�9)
(

ρη8

1027(Ω∗)3 ,
2η3

103 , p1(1 + η
40 )k, p2(1 + η

20 )k, 400ε
η , d2 ,

ηπc
200k , 4π,

γ3ρ
32Ω∗ ,

η2ν
2·104

)
,

• (�10)
(
ε, γ

2d
2 , π

√
ε′νk, (Ω∗)2k

γ2 , η40

)
.

Remark 4.18. The effect of changing the parameters p1 and p2 in Setting 3.8
can be more substantial than a mere change of the parameters in one configuration
asserted by Lemma 4.17. That is, it may happen that for some values of p1 and p2

the only configuration that occurs in the graph GL4.17 is, say, (�6)(·, ·, ·, ·, ·, p2(1 +
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η
20 )k), while for other values of p1 and p2, the only configuration that occurs is, say,
(�8)(·, ·, ·, ·, ·, ·, ·, ·, p1(1 + η

20 )k, p2(1 + η
20 )k).

Recall that p1 and p2 are set proportionally to the sizes of the internal and end
shrubs of the tree TT1.2, respectively. Thus the above tells us that different trees TT1.2

may be embedded into different parts of GT1.2, and by using different embedding
techniques.

Note that it follows from the main results of our previous papers [HKP+a, HKP+b]
that graphs from Theorem 1.2 indeed satisfy the hypothesis of Lemma 4.17. More
specifically, after obtaining a sparse decomposition of GT1.2 in [HKP+a, Lemma 3.14],
we can apply [HKP+b, Lemma 5.4], which asserts that (K1) or (K2) is fulfilled.

5. Cleaning. This section contains five “cleaning lemmas” (Lemmas 5.1–5.5).
The basic setting of all these lemmas is the same. There is a system of vertex sets
with some density assumptions on edges between certain sets of this system. The
assertion is that a small number of vertices can be discarded from the sets so that
some conditions on the minimum degree are fulfilled. While the cleaning strategy
is simply discarding the vertices which violate these minimum-degree conditions, the
analysis of the outcome is nontrivial. The simplest application of such an approach
is the proof of Lemma 3.6 above.

Lemmas 5.1–5.5 are used to get the structures required by the (pre-)configurations
introduced in section 4.1.

The first lemma will be used to obtain preconfiguration (♣) in certain situations.

Lemma 5.1. Let ψ ∈ (0, 1), and let Γ,Ω,Ω′ > 1 be arbitrary, with

(5.1) ψ3Ω > 4Γ2Ω′ .

Let P and Q be two disjoint vertex sets in a graph G. Assume that Y ⊆ V (G) is
given. We assume that

mindeg(P,Q) > Ωk ,(5.2)

maxdeg(Q) 6 Γk .(5.3)

Then there exist sets P ′ ⊆ P , Q′′ ⊆ Q′ ⊆ Q \ Y such that the following holds:
(a) maxdeg(Q′, P \ P ′) < ψk,
(b) maxdeg(Q′′, Q \ (Q′ ∪ Y )) < ψk,
(c) mindeg(P ′, Q′) > Ω′k, and
(d) e(P ′, Q′′) > (1− ψ)e(P,Q)− |Y ∩Q|Γk.

Proof. Initially, set P ′ := P , Q′ := Q \ Y , and Q′′ := Q′. We shall sequentially7

discard from the sets P ′, Q′, and Q′′ those vertices that violate any of properties
(a)–(c). Further, if a vertex v ∈ Q is removed from Q′, then we remove it from the
set Q′′ as well. We thus have Q′′ ⊆ Q′ in each step. After this sequential cleaning
procedure finishes it remains only to establish (d).

First, observe that the way we constructed P ′ (together with (5.2)) ensures that

(5.4) e(P \ P ′, Q′′) 6 e(P \ P ′, Q′) 6 Ω′

Ω
e(P,Q) .

Let Qa ⊆ Q be the set of the vertices removed from Q′ because of condition (a).

7No particular order is imposed on the vertices.
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Note that a vertex u of P c = P \ P ′ was removed at some point from the set P ′

because (c) failed for u. Let C ′u denote the set Q′ just before this time. Let f(u) :=
deg(u,C ′u). A vertex v ∈ Qa = Q \ (Q′ ∪ Y ) was removed at some point from the
set Q′ because (a) failed for v. Let A′v be the set P ′ just before this time. Let
g(v) := deg(v, P \ A′v). Observe that

∑
u∈P c f(u) >

∑
v∈Qa g(v). Indeed, at the

moment when v ∈ Q is removed from Q′, the g(v) edges that v sends to the set P \A′v
are counted in

∑
u∈N(v)∩P c f(u). Note also that we have f(u) 6 Ω′k and g(v) > ψk

for each u ∈ P c and each v ∈ Qa, because u and v fail (c) and (a), respectively. We
therefore have

(5.5) |P c|Ω′k >
∑
u∈P c

f(u) >
∑
v∈Qa

g(v) > |Qa|ψk .

By (5.2) we have

(5.6) |P c| 6
∑
u∈P c

deg(u,Q)

Ωk
6
e(P,Q)

Ωk
.

Putting (5.5) and (5.6) together, we get that

(5.7) |Qa| 6 Ω′

ψΩk
e(P,Q) .

Because vertices in Q′ \Q′′ fail property (b) we have

|Q′ \Q′′|ψk 6
∑

w∈Q′\Q′′
deg(w,Q \ (Q′ ∪ Y ))

(5.3)

6 |Q \ (Q′ ∪ Y )|Γk

= |Qa|Γk
(5.7)

6
ΓΩ′

ψΩ
e(P,Q) .

(5.8)

Finally, we can lower-bound e(P ′, Q′′) as follows:

e(P ′, Q′′) > e(P,Q)− e(P \ P ′, Q′′)− |Y ∩Q|Γk − |Qa|Γk − |Q′ \Q′′|Γk

(by (5.4), (5.7), (5.8)) > e(P,Q)
(

1− Ω′

Ω
− ΓΩ′

ψΩ
− Γ2Ω′

ψ2Ω

)
− |Y ∩Q|Γk

(by (5.1)) > (1− ψ)e(P,Q)− |Y ∩Q|Γk .

The purpose of the lemmas below (Lemmas 5.2–5.5) is to distill vertex sets for
configurations (�2)–(�10). They will be applied in Lemmas 6.1–6.3. This is the final
“cleaning step” on our way to the proof of Theorem 1.2—the outputs of these lemmas
can by used for a vertex-by-vertex embedding of any tree T ∈ trees(k) (although the
corresponding embedding procedures in [HKP+d] are quite complex).

The first two of these cleaning lemmas (Lemmas 5.2 and 5.3) are suitable when
the set H of vertices of huge degrees (cf. Setting 3.5) needs to be considered.

For the following lemma, recall that we defined [r] as the set of the first r natural
numbers, excluding 0.

Lemma 5.2. For all r,Ω∗,Ω∗∗ ∈ N and δ, γ, η ∈ (0, 1), with ( 3Ω∗

γ )rδ < η/10 and

Ω∗∗ > 1000, the following holds. Suppose there are vertex sets X0, X1, . . . , Xr and Y
of an n-vertex graph G such that

1. |Y | < ηn/(4Ω∗),
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2. e(X0, X1) > ηkn,
3. mindeg(X0, X1) > Ω∗∗k,
4. mindeg(Xi, Xi+1) > γk for all i ∈ [r − 1], and
5. maxdeg(Y ∪

⋃
i∈[r]Xi) 6 Ω∗k.

Then there are sets X ′i ⊆ Xi for i = 0, 1, . . . , r such that
(a) X ′1 ∩ Y = ∅,
(b) mindeg(X ′i, X

′
i−1) > δk for all i ∈ [r],

(c) maxdeg(X ′i, Xi+1 \X ′i+1) < γk/2 for all i ∈ [r − 1],

(d) mindeg(X ′0, X
′
1) >

√
Ω∗∗k, and

(e) e(X ′0, X
′
1) > ηkn/2, in particular X ′0 6= ∅.

Proof. In the formulas below we refer to hypotheses of the lemma as “1.”–“5.”
Set X ′1 := X1 \ Y . For i = 0, 2, 3, 4, . . . , r, set X ′i := Xi. Discard sequentially

from X ′i any vertex that violates any of the properties (b)–(d). Properties (a)–(d) are
trivially satisfied when the procedure terminates. To show that property (e) holds at
this point, we bound the number of edges from e(X0, X1) that are incident to X0 \X ′0
or with X1 \X ′1 in an amortized way.

For i ∈ {0, . . . , r} and for v ∈ Xi \X ′i we write

fi(v) := deg
(
v,Xi+1 \X ′i+1(v)

)
,

gi(v) := deg
(
v,X ′i−1(v)

)
,

hi(v) := deg
(
v,X ′i+1(v)

)
,

where the sets X ′i−1(v), X ′i(v), X ′i+1(v) above refer to the moment just before v is
removed from X ′i (we do not define fi(v) and hi(v) for i = r and gi(v) for i = 0).

For i ∈ [r] let Xb
i denote the vertices in Xi \ X ′i that were removed from X ′i

because of violating property (b). Then for a given i ∈ [r] we have that

(5.9)
∑
v∈Xbi

gi(v) < δkn .

For i = 1, . . . , r − 1 let Xc
i denote the vertices in Xi \X ′i that violated property (c).

Set Xc
r := ∅. For a given i ∈ [r − 1] we have

(5.10) |Xc
i | · γk/2 6

∑
v∈Xci

fi(v)
Fig 3

6
∑

w∈Xi+1\X′i+1

gi+1(w)
5., (5.9)

< δkn+ |Xc
i+1| · Ω∗k ,

as Xi \X ′i = Xb
i ∪Xc

i for i = 2, . . . , r. Using (5.10) for j = 0, . . . , r−1, we inductively
deduce that

(5.11) |Xc
r−j |

γ

2
6

j−1∑
i=0

(
2Ω∗

γ

)i
δn .

(The left-hand side is zero for j = 0.) The bound (5.11) for j = r − 1 gives

(5.12) |Xc
1 | 6

2

γ
·
r−2∑
i=0

(
2Ω∗

γ

)i
δn 6

2(2Ω∗)r−1

γr
δn .

Therefore,

(5.13) e(X0, Y ∪Xc
1) 6 |Y ∪Xc

1 | · Ω∗k
(5.12), 1.

6
ηkn

4
+

(
2Ω∗

γ

)r
δkn .
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Fig. 3. Situation in (5.10). A summand from
∑
v∈Xci

fi(v) (corresponding edges hatched), and

a summand from
∑
w∈Xi+1\X′i+1

gi+1(w). Thus the former sum counts the number of edges vw

such that v ∈ Xc
i and w ∈ Xi+1 \X′i+1(v). For each such pair vw we have that v ∈ X′i(v) ⊆ X′i(w),

as w must have been removed from X′i+1 prior to v being removed from X′i. Hence, the edge vw is
counted in gi+1(w) as well. Similar counting is used in (5.21) and in (5.29).

For any vertex u ∈ X0 \ X ′0 we have h0(u) <
√

Ω∗∗k, and at the same time by
hypothesis 3 we have deg(u,X1) > Ω∗∗k. So,

(5.14)
∑

u∈X0\X′0

h0(u) 6
e(X0, X1)√

Ω∗∗
.

By consulting Figure 4 we have

e(X ′0, X
′
1) > e(X0, X1)− e(X0, Y ∪Xc

1)−
∑

u∈X0\X′0

h0(u)−
∑
v∈Xb1

g1(v) .(5.15)

Therefore,

e(X ′0, X
′
1) > e(X0, X1)− e(X0, Y ∪Xc

1)−
∑

u∈X0\X′0

h0(u)−
∑
v∈Xb1

g1(v)

(by (5.9), (5.13), (5.14)) > e(X0, X1)− ηkn

4
−
(

2Ω∗

γ

)r
δkn− e(X0, X1)√

Ω∗∗
− δkn

(by 2.) > ηkn/2 ,

proving property (e).

Lemma 5.3. Let δ, η,Ω∗,Ω∗∗, h > 0, let G be an n-vertex graph, let X0, X1, Y ⊆
V (G), and let C be a family of subsets of V (G) such that

1. 20(δ + 2√
Ω∗∗

) < η,

2. 2kn > e(X0, X1) > ηkn,
3. mindeg(X0, X1) > Ω∗∗k,
4. maxdeg(X1) 6 Ω∗k,
5. |Y | < ηn/(4Ω∗), and
6. 10h|C|Ω∗ < ηn.

Then there are sets X ′0 ⊆ X0 and X ′1 ⊆ X1 \ Y such that
(a) mindeg(X ′0, X

′
1) >

√
Ω∗∗k,
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Fig. 4. The terms in (5.15). The edges in the term e(X0, (Y ∩X1)∪Xc
1) are shown in dashed

gray; some edges of the term
∑
u∈X0\X′0

h0(u) are shown in thick gray (note that we undercount

here, as the summands h0(u) reflect preliminary situations in the set X′1). It is clear that each edge
between Xb

1 and X′0 (thin black) is counted in
∑
v∈Xb1

g1(v). Consider now an edge xv, x ∈ X0 \X′0,

v ∈ Xb
1 (dashed black). Suppose first that x was removed from X′0 before v was put into Xb

1. Then
the edge xv was counted in

∑
u∈X0\X′0

h0(u). Suppose next that v was put into Xb
1 before x was

removed from X′0. Then xv was counted in
∑
v∈Xb1

g1(v).

(b) mindeg(X ′1, X
′
0) > δk,

(c) for all C ∈ C, either X ′1 ∩ C = ∅ or |X ′1 ∩ C| > h, and
(d) e(X ′0, X

′
1) > ηkn/2.

Proof. Set X ′0 := X0 and X ′1 := X1 \Y . Discard sequentially from X ′0 any vertex
violating property (a). We discard from X ′1 any vertex violating property (b). Last,
we discard from X ′1 all the vertices lying in any set C ∈ C violating (c). The deletions
from X ′0, or X ′1 can take turns in an arbitrary order until no more are possible. When
the process ends, we verify property (d) by bounding the number of edges in e(X0, X1)
incident to X0 \X ′0 or with X1 \X ′1. Given assumption 2, and since by assumptions 4
and 5 there are at most 1

4ηkn edges incident to Y ∩X1, it suffices to prove that

(5.16) e(X0, X1)− e(X ′0, X ′1)− e(Y ∩X1, X0) <
ηkn

4
.

Denote by Xb
1 the set of vertices in X1 \ (Y ∪X ′1) that violated property (b), and

by Xc
1 the set of vertices in X1 \ (Y ∪X ′1) that violated property (c). Note that for

each C ∈ C, we have |Xc
1 ∩ C| < h, and thus

(5.17) |Xc
1 | 6 h|C| .

For a vertex v ∈ X1\(Y ∪X ′1), let g(v) denote deg(v,X ′0(v)), where X ′0(v) denotes the
set X ′0 just before v is removed from X ′1. Analogously we define f(v), for v ∈ X0 \X ′0,
as deg(v,X ′1(v)), where the set X ′1(v) denotes the set X ′1 just before v is removed
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from X ′1. We have ∑
v∈Xb1

g(v) < δkn,

∑
v∈Xc1

g(v)
4.

6 |Xc
1 |Ω∗k

(5.17)

6 h|C| · Ω∗k,

∑
v∈X0\X′0

f(v)
3.

6
e(X0, X1)√

Ω∗∗

2.

6
2√
Ω∗∗

kn .

Thus,

e(X0, X1)− e(X ′0, X ′1)− e(Y ∩X1, X0)

=
∑
v∈Xb1

g(v) +
∑
v∈Xc1

g(v) +
∑

v∈X0\X′0

f(v)

<

(
δ +

2√
Ω∗∗

)
kn+ h|C|Ω∗k

(by 1. and 6.) <
ηkn

4
,

establishing (5.16).

The next two lemmas (Lemmas 5.4 and 5.5) deal with cleaning outside the set of
huge-degree vertices H.

Lemma 5.4. For all r,Ω ∈ N, r > 2, and all γ, δ, η > 0 such that

(5.18)

(
8Ω

γ

)r
δ 6

η

10
,

the following holds. Suppose there are vertex sets Y,X0, X1, . . . , Xr ⊆ V , where V is a
set of n vertices. Suppose that edge sets E1, . . . , Er are given on V . The expressions
degi, maxdegi, mindegi, and ei below refer to the edge set Ei. Suppose that the
following properties are fulfilled:

1. |Y | < δn.
2. e1(X0, X1) > ηkn.
3. For all i ∈ [r − 1] we have mindegi+1(Xi \ Y,Xi+1) > γk.
4. For all i ∈ {0, . . . , r−1}, we have maxdegi+1(Xi) 6 Ωk and maxdegi+1(Xi+1) 6

Ωk.
Then there are sets X ′i ⊆ Xi \ Y (i = 0, . . . , r) satisfying the following:

(a) For all i ∈ [r] we have mindegi(X
′
i, X

′
i−1) > δk.

(b) For all i ∈ [r − 1] we have maxdegi+1(X ′i, Xi+1 \X ′i+1) < γk/2.
(c) mindeg1(X ′0, X

′
1) > δk.

(d) e1(X ′0, X
′
1) > ηkn/2.

Proof. We proceed similarly as in the proof of Lemma 5.2. Set X ′i := Xi \ Y for
each i = 0, . . . , r. Discard sequentially from X ′i any vertex that violates property (a),
(b), or (c). When the procedure terminates, we certainly have that (a)–(c) hold. We
then show that property (d) holds by bounding the number of edges from e1(X0, X1)
that are incident to X0 \X ′0 or with X1 \X ′1. For i ∈ {0, . . . , r} and for v ∈ Xi \X ′i
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we write

fi+1(v) := degi+1(v,Xi+1 \X ′i+1(v)) ,

gi(v) := degi(v,X
′
i−1(v)) ,

h(v) := deg1(v,X ′1(v)) ,

where the sets X ′1(v), X ′i−1(v), and X ′i+1(v) above refer to the sets X ′1, X ′i−1, and
X ′i+1, respectively, at the moment8 just before v is removed from X ′i (we do not define
fi+1(v) for i = r and gi(v) for i = 0).

Let Xa
i ⊆ Xi, X

b
i ⊆ Xi for i ∈ [r − 1] be the sets of vertices removed from X ′i

because of properties (a) and (b), respectively. Set Xa
r := Xr \X ′r and Xc

0 := X0 \X ′0.
We have for each i ∈ [r] ∑

v∈Xai

gi(v) < δkn .(5.19)

Also, note that we have

(5.20)
∑
v∈Xc0

h(v) 6 δkn .

We set Xb
r := ∅. For a given i ∈ [r − 1] we have

|Xb
i | ·

γk

2
6
∑
v∈Xbi

fi+1(v)

(see Fig 3) 6
∑

v∈Xi+1\X′i+1

gi+1(v)

(by 4., (5.19)) 6 δkn+ |Xb
i+1|Ωk ,(5.21)

as Xi \X ′i ⊆ Xa
i ∪Xb

i ∪ Y for i = 2, . . . , r. Using (5.21), we deduce inductively that

(5.22)
∣∣Xb

r−j
∣∣ 6 (8Ω

γ

)j
δn

for j = 0, . . . , r − 1. (The left-hand side is zero for j = 0.) Therefore,

e1(X ′0, X
′
1) > e1(X0, X1)− (|Y |+ |Xb

1|)Ωk −
∑
v∈Xa1

g1(v)−
∑
v∈Xc0

h(v)

(by 2, (5.22), (5.19), (5.20)) > ηkn−
(

8Ω

γ

)r
δkn− 2δkn

>
η

2
kn ,

establishing property (d).

Lemma 5.5. For all r,Ω ∈ N, r > 2, and all γ, η, δ, ε, µ, d > 0 with

(5.23) 20ε < d and

(
8Ω

γ

)r
δ 6

η

30
,

8If v ∈ Y , then this moment is the zeroth step.



THE APPROXIMATE LOEBL–KOMLÓS–SÓS CONJECTURE III 1047

the following holds. Suppose there are vertex sets Y,X0, X1, . . . , Xr ⊆ V , where V

is a set of n vertices. Let P
(1)
i , . . . , P

(p)
i partition Xi for i = 0, 1. Suppose that edge

sets E1, E2, E3, . . . , Er are given on V . The expressions degi, maxdegi, and mindegi
below refer to the edge set Ei. Suppose that

1. |Y | < δn,
2. |X1| > ηn,
3. for all i ∈ [r − 1] we have mindegi+1(Xi \ Y,Xi+1) > γk,

4. the family {(P (j)
0 , P

(j)
1 )}j∈[p] is an (ε, d, µk)-regularized matching with respect

to the edge set E1, and
5. for all i ∈ {0, . . . , r − 1} we have maxdegi+1(Xi+1) 6 Ωk, and for all i ∈
{1, . . . , r − 1} we have maxdegi+1(Xi) 6 Ωk.

Then there exist a nonempty family Y ⊆ [p] and a family {(Q(j)
0 , Q

(j)
1 )}j∈Y of vertex-

disjoint (4ε, d4 )-superregular pairs with respect to E1, with

(a) |Q(j)
0 |, |Q

(j)
1 | >

µk
2 for each j ∈ Y,

and sets X ′0 :=
⋃
Q

(j)
0 ⊆ X0 \ Y , X ′1 :=

⋃
Q

(j)
1 ⊆ X1 \ Y , X ′i ⊆ Xi \ Y (i = 2, . . . , r)

such that
(b) for all i ∈ [r − 1] we have mindegi+1(X ′i+1, X

′
i) > δk, and

(c) for all i ∈ [r − 1], we have maxdegi+1(X ′i, Xi+1 \X ′i+1) < γk/2.

Proof. Initially, set J := ∅ and X ′i := Xi \ Y for each i = 0, . . . , r. Discard
sequentially from X ′i any vertex that violates one or both of the properties (b) and (c).
We would like to keep track of these vertices, and therefore we call Xb

i , X
c
i ⊆ Xi

the sets of vertices removed from X ′i because of properties (b) and (c), respectively.

Further, for i = 0, 1 and for j ∈ [p] remove any vertex v ∈ X ′i ∩ P
(j)
i from X ′i if

(5.24) deg1(v,X ′1−i ∩ P
(j)
1−i) 6

d|P (j)
1−i|
4

.

For i = 0, 1, let Xa
i be the set of those vertices of Xi that were removed because

of (5.24).

If for some j ∈ [p] we have |P (j)
0 ∩ Y | > |P (j)

0 |
4 or |P (j)

1 ∩ (Y ∪ Xc
1)| > |P (j)

1 |
4 , we

remove simultaneously the sets P
(j)
0 and P

(j)
1 entirely from X ′0 and X ′1, i.e., we set

X ′0 := X ′0 \ P
(j)
0 and X ′1 := X ′1 \ P

(j)
1 . We also add the index j to the set J in this

case.
When the procedure terminates, define Y := [p]\J , and for j ∈ Y set (Q

(j)
0 , Q

(j)
1 ) :=

(P
(j)
0 ∩X ′0, P

(j)
1 ∩X ′1). The sets X ′i obviously satisfy properties (b) and (c). We now

turn to verifying property (a). This relies on the following claim.

Claim 5.5.1. If j ∈ [p] \ J , then |P (j)
0 ∩Xa

0 | 6
|P (j)

0 |
4 and |P (j)

1 ∩Xa
1 | 6

|P (j)
1 |
4 .

Proof of Claim 5.5.1. Recall that E1 is the relevant underlying edge set when

working with the pairs (P
(j)
0 , P

(j)
1 ). Also, recall that only vertices from Y ∪Xa

0 were

removed from P
(j)
0 , and only vertices from Y ∪Xa

1 ∪Xc
1 were removed from P

(j)
1 .

Since j /∈ J , the pair (P
(j)
0 \ Y, P (j)

1 \ (Y ∪Xc
1)) is 2ε-regular of density at least

0.9d by Fact 2.1. Let

K0 :=
{
v ∈ P (j)

0 \ Y : deg1(v, P
(j)
1 \ (Y ∪Xc

1)) < 0.8d|P (j)
1 \ (Y ∪Xb

1)|
}
,

K1 :=
{
v ∈ P (j)

1 \ (Y ∪Xc
1) : deg1(v, P

(j)
0 \ Y ) < 0.8d|P (j)

0 \ Y |
}
.
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By Fact 2.2, we have |K0| 6 2ε|P (j)
0 \ Y | 6 0.1d|P (j)

0 | and |K1| 6 0.1d|P (j)
1 |. In

particular, we have

mindeg1(P
(j)
0 \ (Y ∪K0), P

(j)
1 \ (Y ∪Xc

1 ∪K1)) > 0.8d|P (j)
1 \ (Y ∪Xc

1)| − |K1|

> 0.8d · 0.75|P (j)
1 | − 0.1d|P (j)

1 |

> 0.25d|P (j)
1 | ,

(5.25)

mindeg1(P
(j)
1 \ (Y ∪Xc

1 ∪K1), P
(j)
0 \ (Y ∪K0)) > 0.8d|P (j)

0 \ Y | − |K0|

> 0.8d · 0.75|P (j)
0 | − 0.1d|P (j)

0 |

> 0.25d|P (j)
0 | .

(5.26)

Then (5.25) and (5.26) allow us to prove that P
(j)
i ∩ Xa

i ⊆ Ki for i = 0, 1. Indeed,

assume inductively that P
(j)
i ∩Xa

i ⊆ Ki for i = 0, 1 throughout the cleaning process

until a certain step. Then (5.25) and (5.26) assert that no vertex outside of P
(j)
0 \(Y ∪

K0) or P
(j)
1 \ (Y ∪Xc

1 ∪K1) can be removed because of (5.24), proving the induction
step. The claim follows.

Putting together the definition of J (through which one controls the size of P
(j)
i ∩

(Y ∪Xc
i )) and Claim 5.5.1 (which controls the size of P

(j)
i ∩Xa

i ), we get for each j ∈ Y
and i = 0, 1

|Q(j)
i | >

|P (j)
i |
2

>
µk

2
.

Therefore, these pairs are 4ε-regular (cf. Fact 2.1). We get the property of (4ε, d4 )-

superregularity from the definition of Xc
i (cf. (5.24)). Thus, the pairs (Q

(j)
0 , Q

(j)
1 ) are

as required for Lemma 5.5 and satisfy its property (a).
The only thing we have to prove is that the set X ′1 is nonempty. By the definition,

for each j ∈ J , we have either |P (j)
1 | 6 4(|(Y ∪Xc

1) ∩ P (j)
1 |) or |P (j)

0 | 6 4|Y ∩ P (j)
0 |.

We use that |P (j)
0 | = |P

(j)
1 | to see that

(5.27)

∣∣∣∣∣⋃
J
P

(j)
1

∣∣∣∣∣ 6 4(|Y |+ |Xc
1 |) .

For i ∈ {1, . . . , r} and for v ∈ Xi \X ′i, write

fi+1(v) := degi+1(v,Xi+1 \X ′i+1(v)) ,

gi(v) := degi(v,X
′
i−1(v)) .

where the sets X ′1(v), Xi−1(v)′, and X ′i+1(v) above refer to the sets x− 1′, X ′i−1, and
X ′i+1, respectively, at the moment9 just before v is removed from X ′i (we do not define
fi+1(v) for i = r).

Observe that for each i ∈ {2, . . . , r}, we have∑
v∈Xbi

gi(v) < δkn .(5.28)

9If v ∈ Y , then this moment is the zeroth step.
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We set Xc
r := ∅. For a given i ∈ [r − 1] we have

|Xc
i | ·

γk

2
6
∑
v∈Xci

fi+1(v)

(see Fig 3) 6
∑

v∈Xi+1\X′i+1

gi+1(v)

(by 1., 5., (5.28)) < δkn+ |Xc
i+1|Ωk ,(5.29)

as Xi \X ′i ⊆ Xb
i ∪Xc

i ∪ Y for i = 2, . . . , r. Using (5.29), we deduce inductively that
|Xc

r−j | 6 ( 8Ω
γ )jδn for j = 1, 2, . . . , r − 1, and in particular that

(5.30) |Xc
1 | 6

(
8Ω

γ

)r−1

δn .

As Xa
1 = ∅, we obtain that

|X ′1| =

∣∣∣∣∣∣X1 \

⋃
j∈J

P
(j)
1 ∪

⋃
j∈Y

(
P

(j)
1 ∩ (Y ∪Xa

1 ∪Xc
1)
)∣∣∣∣∣∣

(by (5.27)) > |X1| − 4(|Y |+ |Xc
1 |)−

∣∣∣∣∣∣
⋃
j∈Y

(
P

(j)
1 ∩Xa

1

)∣∣∣∣∣∣
(by 1., (5.23), (5.30)) > |X1| −

ηn

2
−

∣∣∣∣∣∣
⋃
j∈Y

(P
(j)
1 ∩Xa

1 )

∣∣∣∣∣∣
(by C5.5.1) > |X1| −

ηn

2
− |X1|

4
(by 2.) > 0 ,

as desired.

6. Obtaining a configuration. In this section we prove that the structure in
the graph G ∈ LKS(n, k, η) guaranteed by the main results of [HKP+a, HKP+b]
always leads to one of the configurations (�1)–(�10), as promised in Lemma 4.17.
We distinguish two cases. When the set H of vertices of huge degree (coming from a
sparse decomposition of G) is incident to many edges, then one of the configurations
(�1)–(�5) must occur (cf. Lemma 6.1). Otherwise, when the edges incident to H can
be neglected, we obtain one of the configurations (�6)–(�10) (cf. Lemmas 6.2 and 6.3).

Lemmas 6.1, 6.2, and 6.3 are stated in the first subsection of this section, and
their proofs occupy sections 6.3, 6.4, and 6.5, respectively. The proof of Lemma 4.17
is in section 6.2.

6.1. Statements of the auxiliary lemmas. The proof of the main result of
this paper, Lemma 4.17, relies on Lemmas 6.1–6.3 below. For an input graph GL4.17

one of these lemmas is applied depending on the majority type of “good” edges in
GL4.17. Observe that (K1) of [HKP+b, Lemma 5.4] guarantees edges between H and
XA ∪ XB, or between XA and XA ∪ XB either in E(Gexp) or in E(GD). Lemma 6.1
is used if we find edges between H and XA ∪XB. Lemma 6.2 is used if we find edges
of E(Gexp) between XA and XA ∪ XB. The remaining case can be reduced to the
setting of Lemma 6.3. Lemma 6.3 is also used to obtain a configuration if we are in
case (K2) of [HKP+b, Lemma 5.4].
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Lemma 6.1. Suppose we are in Setting 3.5. Assume that

eG∇(H,XA ∪ XB) >
η13kn

1028(Ω∗)3
.(6.1)

Then G contains at least one of the following configurations:
• (�1),

• (�2)
(

η39Ω∗∗

4·1090(Ω∗)11 ,
4√

Ω∗∗

2 , η13ρ2

128·1030·(Ω∗)5

)
,

• (�3)
(

η39Ω∗∗

4·1090(Ω∗)11 ,
4√

Ω∗∗

2 , γ2 ,
η13γ2

128·1030·(Ω∗)5

)
,

• (�4)
(

η39Ω∗∗

4·1090(Ω∗)11 ,
4√

Ω∗∗

2 , γ2 ,
η13γ3

384·1030(Ω∗)6

)
, or

• (�5)
(

η39Ω∗∗

4·1090(Ω∗)11 ,
4√

Ω∗∗

2 , η13

128·1030·(Ω∗)3 ,
η
2 ,

η13

128·1030·(Ω∗)4

)
.

Lemma 6.2. Suppose that we are in Settings 3.5 and 3.8. If there exist two dis-
joint sets YA1,YA2 ⊆ V (G) such that

eGexp
(YA1,YA2) > 2ρkn(6.2)

and either

YA1 ∪ YA2 ⊆ XA�0 \ (J ∪ V̄ ∪ F) or(6.3)

YA1 ⊆ XA�0 \ (J ∪ V̄ ∪ F ∪ J2 ∪ J3) and YA2 ⊆ XB�0 \ (J ∪ V̄ ∪ F) ,(6.4)

then G has configuration (�6)( η3ρ4

1014(Ω∗)3 , 0, 1, 1,
3η3

2·103 , p2(1 + η
20 )k).

Lemma 6.3. Suppose that we are in Settings 3.5 and 3.8. Let D∇ be as in Lemma
3.6. Suppose that there exists an (ε̄, d̄, βk)-regularized matchingM, with V (M) ⊆ A0,
|V (M)| > ρn

Ω∗ , and fulfilling one of the following two properties:

(M1) M is absorbed by Mgood, ε̄ := 105ε′

η2 , d̄ := γ2

4 , and β := η2c
8·103k .

(M2) E(M) ⊆ E(D∇), M is absorbed by D∇, ε̄ := π, d̄ := γ3ρ
32Ω∗ , and β := α̂ρ

Ω∗ .
Suppose further that (cA) or (cB) occurs.

(cA) V (M) ⊆ XA�0 \ (J ∪ V̄ ∪ F), and we have for the set

R := shadowG∇

(
(V E ∩ Lη,k(G)) \ V (MA ∪MB),

2η2k

105

)
one of the following:
(t1) V1(M) ⊆ shadowG∇(V (Gexp), ρk),
(t2) V1(M) ⊆ V E,
(t3) V1(M) ⊆ R \ (shadowG∇(V (Gexp), ρk) ∪ V E), or
(t5) V (M) ⊆ V (Greg) \ (shadowG∇(V (Gexp), ρk) ∪ V E ∪R).

(cB) V1(M) ⊆ XA�0 \ (J ∪ J2 ∪ J3 ∪ V̄ ∪ F) and V2(M) ⊆ XB�0 \ (J ∪ V̄ ∪ F), and
we have
(t1) V1(M) ⊆ shadowG∇(V (Gexp), ρk),
(t2) V1(M) ⊆ V E, or

(t3–5) V1(M) ∩ (shadowG∇(V (Gexp), ρk) ∪ V E) = ∅.
Then at least one of the following configurations occurs:

• (�6)
(

η3ρ4

1012(Ω∗)4 , 4π,
γ3ρ

32Ω∗ ,
η2ν

2·104 ,
3η3

2000 , p2(1 + η
20 )k

)
,

• (�7)
(

η3γ3ρ
1012(Ω∗)4 ,

ηγ
400 , 4π,

γ3ρ
32Ω∗ ,

η2ν
2·104 ,

3η3

2000 , p2(1 + η
20 )k

)
,
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• (�8)
(

η4γ4ρ
1015(Ω∗)5 ,

ηγ
400 ,

400ε
η , 4π, d2 ,

γ3ρ
32Ω∗ ,

ηπc
200k ,

η2ν
2·104 , p1(1 + η

20 )k, p2(1 + η
20 )k

)
,

• (�9)
(

ρη8

1027(Ω∗)3 ,
2η3

103 , p1(1 + η
40 )k, p2(1 + η

20 )k, 400ε
η , d2 ,

ηπc
200k , 4π,

γ3ρ
32Ω∗ ,

η2ν
2·104

)
,

• (�10)
(
ε, γ

2d
2 , π

√
ε′νk, (Ω∗)2k

γ2 , η40

)
.

6.2. Proof of Lemma 4.17. Throughout this section (and including subordi-
nate lemmas), we assume that we have the setting of Lemma 4.17. In particular, we
shall assume Settings 3.5 and 3.8.

We distinguish different types of edges captured in cases (K1) and (K2). If in
case (K1) many of the captured edges from XA to XA∪XB are incident to H, we will
get one of the configurations (�1)–(�5) by employing Lemma 6.1. Otherwise, there
must be many edges from XA to XA ∪ XB in the graph Gexp or in GD. Lemma 6.2
shows that the former case leads to configuration (�6). We will reduce the latter case
to the situation in Lemma 6.3 which gives one of the configurations (�6)–(�10).

We use Lemma 6.3 to give one of the configurations (�6)–(�10) also in the case
(K2).10

Let us now turn to the details of the proof. If eG∇(H,XA∪XB) > η13kn
1028(Ω∗)3 , then

we use Lemma 6.1 to obtain one of the configurations (�1)–(�5), with the parameters
as in the statement of Lemma 4.17.

Recall that every edge of G incident to H is captured. Thus, in the remainder of
the proof we assume that

(6.5) eG(H,XA ∪ XB) = eG∇(H,XA ∪ XB) <
η13kn

1028(Ω∗)3
.

We now bound the size of the set J. By Setting 3.5(9) we have that

|E(G) \ E(G∇)| 6 2ρkn.

We shall therefore use Lemma 3.10 with βL3.10 = 2ρ. This choice of βL3.10 is consistent
with (3.26); indeed, by (3.4) we have that η � ρ � γ, and thus ρ � η2√γ.11 From

Lemma 3.10 we get |L#| 6 40ρn
η , |XA \YA| 6 1200ρn

η2 , and |(XA∪XB) \YB| 6 1200ρn
η2 .

Further, using (6.5), Lemma 3.10 also gives that |V H| 6 η12n
1026(Ω∗)3 . It follows from

Setting 3.5(8) that |JE| 6 γn. Lastly, by Setting 3.5(7) we have |J1| 6 2γn. Thus,

|J| 6 |XA \ YA|+ |(XA ∪ XB) \ YB|+ |V H|+ |L#|+ |J1|

+

∣∣∣∣shadowGD∪G∇

(
V H ∪ L# ∪ JE ∪ J1,

η2k

105

)∣∣∣∣
(3.4)

6
2η10n

1021(Ω∗)2
,(6.6)

where we used Fact 3.1 to bound the size of the shadows (to this end recall that by
property 1 of Definition 2.11, the graph GD ∪ G∇ indeed has maximum degree at
most Ω∗k).

Let us first turn our attention to case (K1). By Definition 3.7 we have H∩A0 = ∅.

10Actually, our proof of Lemma 6.3 implies that one does not get configuration (�9) in case (K2),
but this fact is never needed.

11Recall that the choice of constants in (3.4) proceeds from left to right.
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Therefore,

eG∇
(
XA�0 \ J,(XA ∪ XB)�0 \ J

)
= eG∇

(
(XA \ (H ∪ J))�0, (XA \ (H ∪ J))�0 ∪ (XB \ J)�0

)
(by D3.7(7)) > p2

0 · eG∇
(
XA \ (H ∪ J), (XA ∪ XB) \ (H ∪ J)

)
− k0.6n0.6

(by (3.18)) >
η2

104

(
eG∇(XA,XA ∪ XB)− 2eG∇(H,XA ∪ XB)− 2|J|Ω∗k

)
− k0.6n0.6

(by (K1), (6.5), (6.6)) >
η2

104

(ηkn
4
− 2η13kn

1028(Ω∗)3
− 4η10kn

1021Ω∗

)
− k0.6n0.6

>
η3kn

105
.(6.7)

We consider the following two complementary cases:
(wA) eG∇((XA \ J)�0) > 40ρkn.
(wB) eG∇((XA \ J)�0) < 40ρkn.

Note that XA \ J ⊆ YA and (XA ∪ XB) \ J ⊆ YB. We shall now define in each
of the cases (wA) and (wB) certain sets YA1,YA2. The way these sets are defined
will guarantee a lower bound on the number of edges between them. Although the
definition of these sets is different for the cases (wA) and (wB), for ease of notation
they receive the same names.

In case (wA) a standard argument (take a maximal cut) gives disjoint sets
YA1,YA2 ⊆ (XA \ (J ∪ V̄ ∪ F))�0 ⊆ YA with

eG∇(YA1,YA2) >
1

2
(eG∇(XA \ J)�0 − |V̄ ∪ F| · Ω∗k)

(by D3.7(1) and (3.20)) >
1

2
(40ρkn− 2εΩ∗kn)

> 19ρkn .(6.8)

Let us now define YA1,YA2 for case (wB). Setting 3.5(6) implies that

(6.9) |J2| 6
√
γn .

Also, by Definition 3.7(7) we have

eG∇(XA) 6
1

p2
0

(
eG∇((XA \ J)�0) + k0.6n0.6

)
+ eG∇(H,XA) + |J|Ω∗k

(by (3.18), (wB), (6.5), and (6.6)) 6
104

η2
·
(
40ρkn+ k0.6n0.6

)
+

η13

1028(Ω∗)3
kn+

η10

1020Ω∗
kn

(by (3.4)) <
η8

1015Ω∗
kn .

Consequently,

|J3| ·
η3k

103
6 eG∇(J3,XA) 6 2 · η8

1015Ω∗
kn,

and thus,

|J3| 6 2 · η5

1012Ω∗
n .(6.10)
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Set YA1 := (XA\ (J∪J2∪J3∪ V̄ ∪F))�0 ⊆ YA and YA2 := (XB\ (J∪ V̄ ∪F))�0 ⊆ YB.
Then the sets YA1 and YA2 are disjoint and we have

eG∇(YA1,YA2) > eG∇
(
(XA \ J)�0, ((XA ∪ XB) \ J)�0

)
− 2eG∇((XA \ J)�0)− (|J2|+ |J3|+ 2|V̄ |+ 2|F|) · Ω∗k

(by (6.7), (wB), (6.9), (6.10), D3.7(1), (3.20)) >
η3kn

105
− 80ρkn−√γΩ∗kn− 2η5

1012
kn− 4εΩ∗kn

(3.4)

> 19ρkn .(6.11)

We have thus defined YA1,YA2 for both cases (wA) and (wB).
Observe first that if eGexp

(YA1,YA2) > 2ρkn, then we may apply Lemma 6.2 to

obtain configuration (�6)( η3ρ4

1014(Ω∗)3 , 0, 1, 1,
3η3

2·103 , p2(1+ η
20 )k). Hence, from now on, let

us assume that eGexp
(YA1,YA2) > 2ρkn. Then by (6.8) and (6.11) we have that

eGD (YA1,YA2) > 17ρkn .

We fix a family D∇ as in Lemma 3.6. In particular, we have

eD∇(YA1,YA2) > 16ρkn ,(6.12)

maxdeg(D∇) 6 maxdeg(D)
D2.11(1)

6 Ω∗k .(6.13)

Let R := shadowG∇((V E ∩ Lη,k(G)) \ V (MA ∪MB), 2η2k
105 ). For i = 1, 2 define

Y(1)
i := shadowG(V (Gexp), ρk) ∩ YAi ,

Y(2)
i := (V E ∩ YAi) \ Y(1)

i ,

Y(3)
i := (R ∩ YAi) \ (Y(1)

i ∪ Y(2)
i ) ,

Y(4)
i := (E ∩ YAi) \ (Y(1)

i ∪ Y(2)
i ∪ Y(3)

i ) ,

Y(5)
i := YAi \ (Y(1)

i ∪ · · · ∪ Y(4)
i ) .

(6.14)

Clearly, the sets Y(j)
i partition YAi for i = 1, 2.

We now present two lemmas (one for case (wA) and one for case (wB)) which help
to distinguish several subcases based on the majority type of edges we find between
YA1 and YA2. The first of the two lemmas follows by a simple counting argument
from (6.12).

Lemma 6.4. In case (wB), we have one of the following:

(t1) eD∇
(
Y(1)

1 ,YA2

)
> 2ρkn,

(t2) eD∇
(
Y(2)

1 ,YA2

)
> 2ρkn,

(t3) eD∇
(
Y(3)

1 ,YA2

)
> 2ρkn,

(t4) eD∇
(
Y(4)

1 ,YA2

)
> 2ρkn, or

(t5) eD∇
(
Y(5)

1 ,YA2

)
> 2ρkn.

Our second lemma is a bit more involved.

Lemma 6.5. In case (wA), we have one of the following:

(t1) eD∇(Y(1)
1 ,YA2) + eD∇(YA1,Y(1)

2 ) > 4ρkn,

(t2) eD∇
(
Y(2)

1 ,YA2 \ Y(1)
2

)
+ eD∇

(
YA1 \ Y(1)

1 ,Y(2)
2

)
> 4ρkn,
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(t3) eD∇
(
Y(3)

1 ,YA2 \ (Y(1)
2 ∪ Y(2)

2 )
)

+ eD∇
(
YA1 \ (Y(1)

1 ∪ Y(2)
1 ),Y(3)

2

)
> 4ρkn, or

(t5) eD∇
(
Y(5)

1 ,Y(5)
2

)
> 2ρkn.

Proof. By (6.12), we need only establish that

eD∇

(
Y(4)

1 ,YA2 \ (Y(1)
2 ∪ Y(2)

2 ∪ Y(3)
2 )
)

+ eD∇

(
YA1 \ (Y(1)

1 ∪ Y(2)
1 ∪ Y(3)

1 ),Y(4)
2

)
< ρkn .

For this, note that Y(4)
1 ⊆ E and that YA2 \ (Y(1)

2 ∪Y
(2)
2 ∪Y

(3)
2 ) is disjoint from V E.

Thus we have eD∇(Y(4)
1 ,YA2 \ (Y(1)

2 ∪Y
(2)
2 ∪Y

(3)
2 )) < ρkn

100Ω∗ . We can bound the other
summand using a symmetric argument.

We can now provide a crucial step for finishing case (K1).

Lemma 6.6. Let G∗ be the spanning subgraph of GD formed by the edges of D∇.
If there are two disjoint sets Z1 and Z2 with eG∗(Z1, Z2) > 2ρkn, then there ex-

ists a (π, γ
3ρ

32Ω∗ ,
α̂ρk
Ω∗ )-regularized matching N in G∗, with Vi(N ) ⊆ Zi (i = 1, 2) and

|V (N )| > ρn
Ω∗ .

Proof. By (6.13), the maximum degree of G∗ is bounded by Ω∗k. Therefore, we
have |Z1| > 2ρn

Ω∗ > 2ρk
Ω∗ . Thus,

(G∗,D∇, G∗[Z1, Z2], {Z1}) ∈ G
(
v(GD), k,Ω∗,

γ3

4
,
ρ

Ω∗
, 2ρ

)
,

where the class of the right-hand side was defined in Definition 2.14. Lemma 2.15
(which applies with these parameters by the choice of α̂ and k0 by (3.4)) immediately
gives the desired output.

We use Lemma 6.6 with Z1, Z2 being the pair of sets containing many edges as in
the cases (t1)–(t3) and (t5) of Lemma 6.512 and (t1)–(t5) of Lemma 6.4. Lemma 6.6
outputs a regularized matchingML6.3 := NL6.6. This matching is a basis of the input
for Lemma 6.3(M2) (subcase (t1)–(t3), (t5), or (t3–5)). Thus, we get one of the
configurations (�6)–(�10) as in the statement of the lemma. This finishes the proof
for case (K1).

Let us now turn our attention to case (K2). For every pair (X,Y ) ∈ Mgood, let
X ′ ⊆ X�0 \ (J∪ V̄ ∪F) and Y ′ ⊆ Y �0 \ (J∪ V̄ ∪F) be maximal with |X ′| = |Y ′|. Define

N := {(X ′, Y ′) : (X,Y ) ∈ Mgood , |X ′| > η2c
2·103 }. By Lemma 3.9, and using (3.4)

and (3.18), we know that

|V (M�0good)| > η2n

400
.

Therefore, we have

|V (N )| > |V (M�0good)| − 2|J ∪ V̄ ∪ F| − 2
η2n

2 · 103

(by (K2), (6.6), D3.7(1), (3.20)) >
η2n

400
− 4 · η10n

1021(Ω∗)2
− 4εn− η2n

103

>
η2n

1000
.(6.15)

By Fact 2.1, N is a ( 4·103ε′

η2 , γ
2

2 ,
η2c

2·103 )-regularized matching.

12The quantities in Lemma 6.5 have two summands. We take the sets Z1,Z2 as those appearing
in the majority summand.
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We use the definitions of the sets Y(1)
i , . . . ,Y(5)

i as given in (6.14) with YAi :=

Vi(N ) (i = 1, 2). As V (N ) ⊆ V (Greg), we have that Y(4)
i = ∅ (i = 1, 2). A set

X ∈ Vi(N ) is said to be of Type 1 if |X ∩ Y(1)
i | > 1

4 |X|. Analogously, we define
elements of V(N ) of Type 2, Type 3, and Type 5.

By (6.15) and as V (Mgood) ⊆ XA, we are in subcase (wA). For each (X1, X2) ∈
N with at least one Xi ∈ {X1, X2} being of Type 1, set X ′i := Xi ∩ Y(1)

i and take
an arbitrary set X ′3−i ⊆ X3−i of size |X ′i|. Note that by Fact 2.1 (X ′i, X

′
3−i) forms

a 105ε′

η2 -regular pair of density at least γ2/4. We let N1 be the regularized matching

consisting of all pairs (X ′i, X
′
3−i) obtained in this way.13

Likewise, we construct N2, N3, and N5 using the features of Types 2, 3, and 5.
Observe that the matchings Ni may intersect.

Because of (6.15) and since we included at least one quarter of each N -edge into
one of N1, N2, N3, and N5, one of the regularized matchings Ni satisfies |V (Ni)| >
η2n

16·1000 > ρ
Ω∗n. So, Ni serves as a matchingML6.3 for Lemma 6.3(M1). Thus, we get

one of the configurations (�6)–(�10) as in the statement of the lemma. This finishes
case (K2).

6.3. Proof of Lemma 6.1. Set η̃ := η13

1028(Ω∗)3 . Define N↑ := {v ∈ V (G) :

degG∇(v,H) > k} and N↓ := NG∇(H) \ N↑. Recall that by the definition of the class
LKSsmall(n, k, η), the set H is independent, and thus the sets N↑ and N↓ are disjoint
from H. Also, using the same definition, we have

NG∇(H) ⊆ Lη,k(G) \H, and thus(6.16)

eG∇(H, B) = eG∇(H, B ∩ Lη,k(G)) for any B ⊆ V (G).(6.17)

We shall distinguish two cases.
Case A: eG∇(H,N↑) > eG∇(H,XA∪XB)/8. Let us focus on the bipartite subgraph

H ′ of G∇ induced by the sets H and N↑. Obviously, the average degree of the vertices
of N↑ in H ′ is at least k.

First, suppose that |H| 6 |N↑|. Then, the average degree of H in H ′ is at least
k, and hence, the average degree of H ′ is at least k. Thus, there exists a bipartite
subgraph H ⊆ H ′ with mindeg(H) > k/2. Furthermore, mindegG∇(V (H)) > k. We
conclude that we are in configuration (�1).

Now, suppose |H| > |N↑|. Using the bounds given by Case A, and using (6.1), we
get

|N↑| > eG∇(H,N↑)
Ω∗k

>
η̃kn

8Ω∗k
=

η̃n

8Ω∗
.

Therefore, we have

e(G) >
∑
v∈H

degG∇(v) > |H|Ω∗∗k > |N↑|Ω∗∗k >
η̃n

8Ω∗
Ω∗∗k

(3.4)

> kn ,

a contradiction to property 3 of Definition 2.4.
Case B: eG∇(H,N↑) < eG∇(H,XA ∪ XB)/8. Consequently, we get

(6.18) eG∇(H, (XA ∪ XB) \N↑) >
7

8
eG∇(H,XA ∪ XB)

(6.1)

>
7

8
η̃kn .

13Note that we are thus changing the orientation of some subpairs.
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We now apply Lemma 5.1 to G∇ with input sets PL5.1 := H, QL5.1 := Lη,k(G)\H,
YL5.1 := Lη,k(G) \ L 9

10η,k
(G∇), and parameters ψL5.1 := η̃/100, ΓL5.1 := Ω∗, ΩL5.1 :=

Ω∗∗, and Ω′L5.1 := η̃3Ω∗∗/(4 · 106(Ω∗)2). Assumption (5.2) of the lemma follows
from (6.16), and assumption (5.1) holds by the choice of Ω′L5.1. The lemma yields
three sets L′′ := Q′′L5.1, L′ := Q′L5.1, and H′ := P ′L5.1, and it is easy to check that they

witness preconfiguration (♣)( η̃3Ω∗∗

4·106(Ω∗)2 ).

Recall that e(G) 6 kn. Since by the definition of YL5.1, we have |YL5.1| 6 40ρ
η n,

we obtain from Lemma 5.1(d) that

eG∇(H,Lη,k(G))− eG∇(H′, L′′) 6
η̃

100
eG∇(H,Lη,k(G)) + |YL5.1|Ω∗k

6
η̃

100
kn+

40ρn

η
· Ω∗k

(3.4)

6
η̃

2
kn .(6.19)

So,

eG∇
(
H′, (L′′ ∩ (XA ∪ XB)) \N↑

)
> eG∇

(
H, (Lη,k(G) ∩ (XA ∪ XB)) \N↑

)
−
(
eG∇(H,Lη,k(G))− eG∇(H′, L′′)

)
= eG∇(H, (XA ∪ XB) \N↑)

−
(
eG∇(H,Lη,k(G))− eG∇(H′, L′′)

)
(6.19)

> eG∇(H, (XA ∪ XB) \N↑)− η̃

2
kn

(6.18)

>
3

8
η̃kn .(6.20)

We define

H∗ :=
{
v ∈ H′ : degG∇(v, L′′ ∩ (XA ∪ XB) ∩N↓) >

√
Ω∗∗k

}
.

Using that e(G) 6 kn, we shall prove the following.

Lemma 6.7. We have eG∇(H∗, L′′ ∩ (XA ∪ XB) ∩N↓) > 1
8 η̃kn.

Proof. Suppose otherwise. Then by (6.20), we obtain that

eG∇(H′ \H∗, L′′ ∩ (XA ∪ XB) ∩N↓) >
1

4
η̃kn .

On the other hand, by the definition of H∗,

|H′ \H∗|
√

Ω∗∗k > eG∇(H′ \H∗, L′′ ∩ (XA ∪ XB) ∩N↓) .

Consequently, we have

|H′ \H∗| > η̃kn

4
√

Ω∗∗k
=

η̃n

4
√

Ω∗∗
.

Thus, as H is independent,

e(G) >
∑
v∈H

degG∇(v) > |H|Ω∗∗k > |H′ \H∗|Ω∗∗k >
η̃

4

√
Ω∗∗kn

(3.4)

> kn ,

a contradiction.
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Let us define O := shadowG∇(E, γk). Next, we define

N1 := V (Gexp) ∩ L′′ ∩ (XA ∪ XB) ∩N↓ ,

N2 := E ∩ L′′ ∩ (XA ∪ XB) ∩N↓ ,

N3 := O ∩ L′′ ∩ (XA ∪ XB) ∩N↓ ,

N4 := (L′′ ∩ (XA ∪ XB) ∩N↓) \ (N1 ∪N2 ∪N3) .

Observe that

(6.21) O ∩N4 = ∅ .

Further, for i = 1, . . . , 4 define

Ci :=
{
v ∈ H∗ : degG∇(v,Ni) > degG∇(v, L′′ ∩ (XA ∪ XB) ∩N↓)/4

}
.

An easy calculation gives that there exists an index i ∈ [4] such that

(6.22) eG∇(Ci, Ni) >
1

16
eG∇(H∗, L′′ ∩ (XA ∪ XB) ∩N↓)

L6.7

>
1

128
η̃kn .

Set Y := (XA∪XB) \ (YB∪H) = (XA∪XB) \YB and ηL5.2 = ηL5.3 := 1
128 η̃. By

Lemma 3.10 we have

(6.23) |Y | < ηL5.2n

4Ω∗
.

We split the rest of the proof into four subcases according to the value of i.
Subcase B, i = 1. We shall apply Lemma 5.2 with the numerical parameters

rL5.2 := 2, Ω∗L5.2 := Ω∗, Ω∗∗L5.2 :=
√

Ω∗∗/4, δL5.2 := ηL5.2ρ
2

100(Ω∗)2 , γL5.2 := ρ, and ηL5.2,

the sets X0 := C1, X1 := N1, X2 := V (Gexp), and Y , and the graph GL5.2, which
is formed by the vertices of G, with all edges from E(G∇) that are in E(Gexp) or
that are incident to H. We briefly verify the assumptions of Lemma 5.2. First, the

choice of δL5.2 guarantees that (
3Ω∗L5.2

γL5.2
)2δL5.2 <

ηL5.2

10 . Assumption 1 is given by (6.23).

Assumption 2 holds since we assume that (6.22) is satisfied for i = 1 and by definition
of ηL5.2. Assumption 3 follows from the definitions of C1 and of H∗. Assumption 4
follows from the fact that X1 ⊆ V (Gexp) = X2 and since mindeg(Gexp) > ρk, which is
guaranteed by the definition of a (k,Ω∗∗,Ω∗,Λ, γ, ε′, ν, ρ)-sparse decomposition. This
definition also guarantees assumption 5, as Y ∪X1 ∪X2 ⊆ V (G) \H.

Lemma 5.2 outputs sets H′′ := X ′0, V1 := X ′1, V2 := X ′2 with mindegG∇(H′′, V1) >
4
√

Ω∗∗k/2 (by (d)), maxdegGexp
(V1, X2 \ V2) < ρk/2 (by (c)), mindegG∇(V1,H′′) >

δL5.2k (by (b)), and mindegGexp
(V2, V1) > δL5.2k (by (b)). By (a), we have that V1 ⊆

YB∩L′′. As mindegGexp
(V1, X2) > mindeg(Gexp) > ρk, we have mindegGexp

(V1, V2) >
mindegGexp

(V1, X2)−maxdegGexp
(V1, X2 \ V2) > δL5.2k.

Since L′, L′′, H′ witness preconfiguration (♣)( η̃3Ω∗∗

4·106(Ω∗)2 ), this verifies that we

have configuration (�2)( η̃3Ω∗∗

4·106(Ω∗)2 ,
4
√

Ω∗∗/2, η̃ρ2

12800(Ω∗)2 ).

Subcase B, i = 2. We apply Lemma 5.2 with numerical parameters rL5.2 := 2,

Ω∗L5.2 := Ω∗, Ω∗∗L5.2 :=
√

Ω∗∗/4, δL5.2 := ηL5.2γ
2

100(Ω∗)2 , γL5.2 := γ, and ηL5.2. Further

inputs to the lemma are sets X0 := C2, X1 := N2, X2 := V (G) \ H, and Y . The
underlying graph GL5.2 is the graph GD with all edges incident to H added. Verifying
assumptions of Lemma 5.2 is analogous to the verification in Subcase B, i = 1, with
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the exception of assumption 4. To verify this, it suffices to observe that each vertex
in X1 is contained in at least one (γk, γ)-dense spot from D (cf. Definition 2.9), and
thus has degree at least γk in X2.

Lemma 5.2 outputs setsX ′0, X
′
1, andX ′2 which witness configuration (�3)( η̃3Ω∗∗

4·106(Ω∗)2 ,
4
√

Ω∗∗/2, γ/2, η̃γ2

12800(Ω∗)2 ). In fact, the only thing not analogous to the preceding sub-

case is that we have to check (4.4). In other words, we have to verify that

maxdegGD
(
X ′1, V (G) \ (X ′2 ∪H)

)
6
γk

2
.

As V (G) \ (X ′2 ∪H) = X2 \X ′2, this follows from (c) of Lemma 5.2.
Subcase B, i = 3. We apply Lemma 5.2 with numerical parameters rL5.2 := 3,

Ω∗L5.2 := Ω∗, Ω∗∗L5.2 :=
√

Ω∗∗/4, δL5.2 := ηL5.2γ
3

300(Ω∗)3 , γL5.2 := γ, and ηL5.2. Further inputs

are the sets X0 := C3, X1 := N3, X2 := E, X3 := V (G) \H, and Y . The underlying
graph is GL5.2 := G∇ ∪ GD. Verifying assumptions of Lemma 5.2 is analogous to
the verification in Subcase B, i = 1, except that for assumption 4 we observe that
mindegG∇∪GD (X1, X2) > mindegG∇(X1, X2) > γk by definition of X1 = N3 ⊆ O,
and mindegG∇∪GD (X2, X3) > mindegGD (X2, X3) > γk for the same reason as in
Subcase B, i = 2.

Lemma 5.2 outputs configuration (�4)( η̃3Ω∗∗

4·106(Ω∗)2 ,
4
√

Ω∗∗/2, γ/2, η̃γ3

38400(Ω∗)3 ), with

H′′ := X ′0, V1 := X ′1, E′ := X ′2, and V2 := X ′3. Indeed, all calculations are sim-
ilar to those in the preceding two subcases; we need only note additionally that

mindegG∇∪GD (V1,E′) > γk
2

η̃γ3k
38400(Ω∗)3 , which follows from the definition of N3 and

of O.
Subcase B, i = 4. We have that V 6= ∅ and c is the size of an arbitrary cluster

in V. We are going to apply Lemma 5.3 with δL5.3 := ηL5.3/100, ηL5.3, hL5.3 :=
ηL5.3c/(100Ω∗), Ω∗L5.3 := Ω∗, Ω∗∗L5.3 :=

√
Ω∗∗/4 and sets X0 := C4, X1 := N4, and Y .

The underlying graph is GL5.3 := G∇, and CL5.3 is the set of clusters V.
The fact e(G) 6 kn together with (6.22) and the choice of ηL5.3 gives assumption 2

of Lemma 5.3. The choice of C4 and H∗ ensures assumption 3. The fact that X1∩H =
∅ yields assumption 4. With the help of (3.4) it is easy to check assumption 1.
Inequality (6.23) implies assumption 5. To verify assumption 6, it is enough to use
that |CL5.3| 6 n

c . We have thus verified all the assumptions of Lemma 5.3.

We claim that Lemma 5.3 outputs configuration (�5)( η̃3Ω∗∗

4·106(Ω∗)2 , 4
√

Ω∗∗/2, η̃
12800 ,

η
2 ,

η̃
12800Ω∗ ), with H′′ := X ′0 and V1 := X ′1. In fact, all conditions of the configuration,

except condition (4.12), which we check below, are easy to verify. (Note that V1 ⊆ YB
since V1 ⊆ X1 = N4 ⊆ XA ∪ XB. Also, V1 ⊆ L′′, and thus V1 is disjoint from H.
Moreover, by the conditions of Lemma 5.3, V1 is disjoint from Y . So, V1 ⊆ YB.)
For (4.12), observe that (6.21) implies that maxdegG∇(N4,E) 6 γk. Further, we have

X ′1 ⊆ N4 \ Y . So for all x ∈ X ′1 ⊆ N↓ \ Y , we have that degG∇(x, V (G) \ H) > 9ηk
10 .

As N4 ⊆
⋃

V \ V (Gexp), we obtain degGreg
(x) > 9ηk

10 − γk > ηk
2 , satisfying (4.12).

6.4. Proof of Lemma 6.2. Set YA′1 := {v ∈ YA1 : degGexp
(v,YA2) > ρk}.

By (6.2) we have

eGexp(YA′1,YA2) > ρkn .(6.24)

Set rL5.4 := 3, ΩL5.4 := Ω∗, γL5.4 := ρη
103 , δL5.4 := η3ρ4

1014(Ω∗)3 , ηL5.4 := ρ. Observe

that (5.18) is satisfied for these parameters. Set YL5.4 := V̄ , X0 := YA2, X1 := YA′1,
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X2 = X3 := V (Gexp)�1, and V := V (G). Let E2 := E(G∇) and E1 = E3 := E(Gexp).
We now briefly verify conditions 1–4 of Lemma 5.4. Condition 1 follows from Defini-
tion 3.7(1) and (3.4). Condition 2 follows from (6.24). Using Definition 3.7(6), (3.18),
and (3.4), we see that condition 3 for i = 1 follows from the definition of YA′1, and
for i = 2 from the fact that mindeg(Gexp) > ρk. Last, condition 4 follows from the

fact that
⋃3
i=0Xi is disjoint from H.

Lemma 5.4 yields four nonempty sets X ′0, . . . , X
′
3. By assertions (a), (b), and (c)

and hypothesis 3 of Lemma 5.4, for all i ∈ {0, 1, 2, 3}, j ∈ {i− 1, i+ 1} \ {−1, 4}, we
have

(6.25) mindegHi,j (X
′
i, X

′
j) > δL5.4k,

where Hi,j = Gexp, except for {i, j} = {1, 2}, where Hi,j = G∇.
Thus, the sets X ′0 and X ′1 witness preconfiguration (exp)(δL5.4). By Lemma 3.11,

and by (6.3) and (6.4), the pair X ′0, X
′
1 together with the cover F from (3.14) witnesses

either preconfiguration (♥1)( 3η3

2·103 , p2(1 + η
20 )k) (with respect to F) or preconfigura-

tion (♥2)(p2(1 + η
20 )k).

Notice that (6.25) establishes properties (4.21)–(4.24). Thus the sets X ′0, . . . , X
′
3

witness configuration (�6)(δL5.4, 0, 1, 1,
3η3

2·103 , p2(1 + η
20 )k).

6.5. Proof of Lemma 6.3. In Lemmas 6.8, 6.9, 6.11, 6.12, and 6.13 below, we
show that cases (t1), (t2), (t3), (t3–5), and (t5) of Lemma 6.3 lead to configurations
(�6), (�7), (�8), (�9), and (�10), respectively. While the first three of these cases are
handled by a fairly straightforward application of the cleaning lemma (Lemma 5.5),
the latter two cases require some further nontrivial computations.

Lemma 6.8. In case (t1) (of either subcase (cA) or subcase (cB)), we obtain

configuration (�6)( η3ρ4

1012(Ω∗)4 , 4π,
γ3ρ

32Ω∗ ,
η2ν

2·104 ,
3η3

2000 , p2(1 + η
20 )k).

Proof. We use Lemma 5.5 with the following input parameters: rL5.5 := 3,
ΩL5.5 := Ω∗, γL5.5 := ηρ/200, ηL5.5 := ρ/(2Ω∗), δL5.5 := η3ρ4/(1012(Ω∗)4), εL5.5 := ε̄,
µL5.5 := β, and dL5.5 := d̄. Note that these parameters satisfy the numerical con-
ditions of Lemma 5.5. We use the vertex sets YL5.5 := V̄ ∪ F, X0 := V2(M),
X1 := V1(M), X2 = X3 := V (Gexp)�1, and V := V (G). The partitions of X0 and X1

in Lemma 5.5 are the ones induced by V(M), and the set E1 consists of all edges from
E(D∇) between pairs from M. Further, we set E2 := E(G∇) and E3 := E(Gexp).

Let us verify the conditions of Lemma 5.5. Condition 1 follows from Defini-
tion 3.7(1) and (3.20). Condition 2 holds by the assumption on M. Condition 3
follows from Definition 3.7(6) by (3.18), and for i = 1 also from the definition of
M. Condition 4 holds by the definition of M. Finally, condition 5 follows from the
properties of the sparse decomposition ∇.

Lemma 5.5 outputs four sets X ′0, . . . , X
′
3. By Lemma 3.11, the sets X ′0 and

X ′1 witness preconfiguration (♥1)( 3η3

2·103 , p2(1 + η
20 )k) or (♥2)(p2(1 + η

20 )k). Further,

Lemma 5.5(a) gives that (X ′0, X
′
1) witnesses preconfiguration (reg)(4ε̄, d̄4 ,

β
2 ). It is now

easy to verify that we have configuration (�6)( η3ρ4

1012(Ω∗)4 , 4ε̄,
d̄
4 ,

β
2 ,

3η3

2·103 , p2(1 + η
20 )k).

This leads to configuration (�6) with parameters as claimed. Indeed, no matter

whether we have (M1) or (M2), we have 4π > 4 · 105ε′

η2 , γ3ρ
32Ω∗ 6 γ2

4 , and η2ν
2·104 6

η2c
8·103k 6 η2ε′

8·103 6 α̂ρ
Ω∗ (for the latter recall that c 6 ε′k by Definition 2.10(4)).

Lemma 6.9. In case (t2) (of either subcase (cA) or subcase (cB)), we obtain

configuration (�7)( η3γ3ρ
1012(Ω∗)4 ,

ηγ
400 , 4π,

γ3ρ
32Ω∗ ,

η2ν
2·104 ,

3η3

2·103 , p2(1 + η
20 )k).
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Proof. We use Lemma 5.5 with the following input parameters: rL5.5 := 3,
ΩL5.5 := Ω∗, γL5.5 := ηγ/200, ηL5.5 := ρ/Ω∗, δL5.5 := η3γ3ρ/(1012(Ω∗)4), εL5.5 := ε̄,
µL5.5 := β, and dL5.5 := d̄. We use the vertex sets YL5.5 := V̄ ∪ F, X0 := V2(M),
X1 := V1(M), X2 := E�1, X3 := A1, and V := V (G). The partitions of X0 and X1 in
Lemma 5.5 are the ones induced by V(M), and the set E1 consists of all edges from
E(D∇) between pairs from M. Further, we set E2 := E(G∇) and E3 := E(GD).

The conditions of Lemma 5.5 are verified as before; let us just note that condition 3
follows from Definition 3.7(6) and by (3.18), and for i = 1 from the definition of
M, while for i = 2 it holds since E is covered by the set D of (γk, γ)-dense spots
(cf. Definition 2.9).

It is now easy to check that the output of Lemma 5.5 are sets that witness

configuration (�7)( η3γ3ρ
1012(Ω∗)4 ,

ηγ
400 , 4ε̄,

d̄
4 ,

β
2 ,

3η3

2·103 , p2(1 + η
20 )k).

Before proceeding with dealing with cases (t3), (t5), and (t3–5) we state some
properties of the matching M̄ := (MA ∪MB)�1.

Lemma 6.10. For Vleftover := V (MA ∪ MB)�1 \ V (M̄) and YM̄ := V̄ ∪ F ∪
shadowGD (Vleftover,

η2k
1000 ), we have

(a) M̄ is a ( 400ε
η , d2 ,

ηπc
200 )-regularized matching absorbed byMA∪MB and V (M̄) ⊆

A1, and
(b) |YM̄| 6 3000εΩ∗n

η2 .

Proof. Lemma 6.10(a) follows from Lemma 3.9.
Observe that from properties (1) and (3) of Definition 3.7 we can calculate that

(6.26)

|Vleftover| 6 3 · k0.9 · |MA ∪MB |+
∣∣∣⋃ V̄ ∪ V̄∗∣∣∣ 6 3 · k0.9 · n

2πc
+ 2 exp(−k0.1)

(3.4)

6 2εn .

Then

|YM̄| 6 |V̄ |+ |F|+
∣∣∣∣shadowGD

(
Vleftover,

η2k

1000

)∣∣∣∣
(by F3.1) 6 |V̄ |+ |F|+ |Vleftover|

1000Ω∗

η2

(by (6.26), D3.7(1), (3.4), (3.20)) <
3000εΩ∗n

η2
,

as desired for Lemma 6.10(b).

Lemma 6.11. In Case (t3)(cA) we obtain configuration (�8)( η4γ4ρ
1015(Ω∗)5 ,

ηγ
400 ,

400ε
η ,

4ε̄, d2 ,
d̄
4 ,

ηπc
200k ,

β
2 , p1(1 + η

20 )k, p2(1 + η
20 )k).

Proof. We use Lemma 5.5 with the following input parameters: rL5.5 := 4,
ΩL5.5 := Ω∗, γL5.5 := ηγ/200, ηL5.5 := ρ/Ω∗, δL5.5 := η4γ4ρ/(1015(Ω∗)5), εL5.5 :=
ε̄, µL5.5 := β, and dL5.5 := d̄. We use the following vertex sets: YL5.5 := YM̄,
X0 := V2(M), X1 := V1(M),

X2 := (Lη,k(G) ∩ V E)�0 \
(
V (Gexp) ∪ E ∪ V (MA ∪MB) ∪ V H ∪ L# ∪ JE ∪ J1

)
,

X3 := E�1, X4 := A1, and V := V (G). The partitions P
(j)
i of X0 and X1 in Lemma 5.5

are the ones induced by V(M), and the set E1 consists of all edges from E(D∇)
between pairs from M. Further, we set E2 = E3 := E(G∇) and E4 := E(GD).
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Most of the conditions of Lemma 5.5 are verified as before; let us only note the
few differences. Condition 1 follows from Lemma 6.10(b). Using Definition 3.7(6)
and (3.18), we find that condition 3 for i = 2 follows from the definition of V E, and
condition 3 for i = 3 holds, as it is the same as condition 3 for i = 2 in Lemma 6.9.
To verify condition 3 for i = 1, we first observe that since we are in case (t3), we have

V1(M) ⊆ shadowG∇

(
(V E ∩ Lη,k(G)) \ V (MA ∪MB),

2η2k

105

)
(6.27)

\ (shadowG∇(V (Gexp), ρk) ∪ V E) .

Also, since we are in case (cA), we have

(6.28) V1(M) ∩ J = ∅ .

Thus, for each v ∈ V1(M) we have, using Definition 3.7(6),

degG∇(v,X2) > p0

(
degG∇(v, (Lη,k(G) ∩ V E) \ V (MA ∪MB))

− degG∇(v, V (Gexp) ∪ E ∪ V H ∪ L# ∪ JE ∪ J1)
)
− k0.9

(by (6.27), (6.28), (3.18)) >
η

100

(
2η2k

105
− ρk − ρk

100Ω∗
− η2k

105

)
− k0.9

(by (3.4)) >
ηγk

200
,

which indeed verifies condition 3 for i = 1.
Define N := M̄ \ {(X,Y ) ∈ M̄ : X ∪ Y ⊆ V (NE)}. By Lemma 6.10(a) we have

that N ⊆ M̄ is a ( 400ε
η , d2 ,

ηπc
200 )-regularized matching absorbed byMA∪MB and that

V (N ) ⊆ A1.
To see that the output of Lemma 5.5 together with the matching N leads to

configuration (�8)( η4γ4ρ
1015(Ω∗)5 ,

ηγ
400 ,

400ε
η , 4ε̄, d2 ,

d̄
4 ,

ηπc
200k ,

β
2 , p1(1 + η

20 )k, p2(1 + η
20 )k), let

us show that (4.35) is satisfied (the other conditions are more easily seen to hold).
For this, let v ∈ X ′2. We have to show that

(6.29) degGD (v,X ′3) + degGreg
(v, V (N )) > p1

(
1 +

η

20

)
k.

Note that v 6∈ V (Gexp), and thus degGexp
(v) = 0. This allows us to calculate as

follows:

degGD (v,X ′3) + degGreg
(v, V (N )) > degG∇(v,A1)− degGD (v,X3 \X ′3)

− degGreg
(v, V (NE))− degGreg

(v, Vleftover)

− degGreg
(v, V (G) \ V (MA ∪MB)) .

(6.30)

We now bound the terms of the right-hand side of (6.30). From Definition 3.7(6)
we obtain that degG∇(v,A1) > p1(degG∇(v)−degG(v,H))−k0.9. Lemma 5.5(c) gives

that degGD (v,X3\X ′3) 6 ηγk
400 . As v 6∈ JE∪V (MA∪MB), we have degGreg

(v, V (NE)) <

γk. As v 6∈ YM̄ and thus v 6∈ shadowGD (Vleftover,
η2k
1000 ), we have degGD (v, Vleftover) 6

η2k
1000 . Last, recall that v 6∈ J1 ∪ V (MA ∪MB), and consequently degGreg

(v, V (G) \
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V (MA ∪MB)) < γk. Putting these bounds together, we find that

degGD (v,X ′3) + degGreg
(v, V (N )) > p1

(
degG∇(v)− degG(v,H)

)
− 2η2k

1000

(as v ∈ Lη,k(G) \ (L# ∪ V H)) > p1

((
1 +

9η

10

)
k − ηk

100

)
− η2k

500

(by (3.18), (3.4)) > p1

(
1 +

η

20

)
k .

This proves (6.29).

Lemma 6.12. In case (t3–5)(cB) we get configuration (�9)( ρη8

1027(Ω∗)3 ,
2η3

103 , p1(1 +
η
40 )k, p2(1 + η

20 )k, 400ε
η , d2 ,

ηπc
200k , 4π,

γ3ρ
32Ω∗ ,

η2ν
2·104 ).

Proof. Recall that by Lemma 3.11 we know that F , as defined in (3.14), is an
(MA ∪MB)-cover. We introduce another (MA ∪MB)-cover,

F ′ := F ∪ {X ∈ V(MB) : X ⊆ E} .

By (3.32) and as we are in case (cB), we have maxdegG∇(V1(M),
⋃
F) 6 2η3

3·103 k.
Furthermore, as we are in case (t3–5), we have V1(M) ∩ V E = ∅. Thus,

(6.31) maxdegG∇

(
V1(M),

⋃
F ′
)
6

2η3

103
k .

We use Lemma 5.5 with the following input parameters: rL5.5 := 2, ΩL5.5 := Ω∗,
γL5.5 := η4/1011, ηL5.5 := ρ/2Ω∗, δL5.5 := ρη8/(1027(Ω∗)3), εL5.5 := ε̄, µL5.5 := β,
and dL5.5 := d̄. We use the following vertex sets: YL5.5 := YM̄, X0 := V2(M),
X1 := V1(M), and X2 := V (M̄) \

⋃
F ′ ⊆

⋃
V�1. The partitions of X0 and X1 in

Lemma 5.5 are the ones induced by V(M), and the set E1 consists of all edges from
E(D∇) between pairs from M. Further, we set E2 := E(GD).

Condition 1 of Lemma 5.5 follows from Lemma 6.10(b). Condition 2 follows by
the assumption of Lemma 6.12 on the size of V (M). Condition 4 follows from the
definition of M. Condition 5 holds since V (M) does not meet H.

It remains to verify condition 3 for i = 1. For this, first note that from Lemma 3.11
we get that
(6.32)

mindegG∇

(
V1(M), V �1good

) (cB)

> mindegG∇

(
XA \ (J ∪ V̄ ), V �1good

)
> p1

(
1 +

η

20

)
k .

From this, we calculate that

mindegGD
(
V1(M), V (MA ∪MB)�1

)
> mindegG∇

(
V1(M), V (MA ∪MB)�1

)
−maxdegGexp

(
V1(M), V (MA ∪MB)

)
(by (3.10), (3.7)) > mindegG∇

(
V1(M), V �1good

)
−maxdegG∇

(
V1(M),E

)
−maxdegG∇

(
V1(M),Lη,k(G) \ V (MA ∪MB)

)
−maxdegG∇

(
V1(M), V (Gexp) \ V (MA ∪MB)

)
−maxdegG∇

(
V1(M), V (Gexp) ∩ V (MA ∪MB)

)
.
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We use (6.32) to get a lower bound on the first term. Recalling that V1(M)∩V E = ∅,
we obtain an upper bound of ρk

100Ω∗ on the second term. Last, using (cB) we can bound
maxdegG∇(V1(M),Lη,k(G) \ V (MA ∪MB)) by maxdegG∇(XA \ J3,XA). Therefore,

mindegGD
(
V1(M), V (MA ∪MB)�1

)
> p1

(
1 +

η

20
k
)
− ρk

100Ω∗

−maxdegG∇
(
XA \ J3,XA

)
−maxdegG∇(V1(M), V (Gexp)) .

We use the definition of J3 and the fact that (t3–5) gives

V1(M) ∩ shadowG(V (Gexp), ρk) = ∅.

We obtain

mindegGD
(
V1(M), V (MA ∪MB)�1

)
> p1

(
1 +

η

20

)
k − ρk

100Ω∗
− η3k

103
− ρk .(6.33)

Therefore,

mindegGD (V1(M) \ YL5.5, X2) > mindegGD
(
V1(M) \ YM̄ , V (M̄)

)
−maxdegGD

(
V1(M),

⋃
F ′
)

(by def of M̄, (6.31)) > mindegGD
(
V1(M), V (MA ∪MB)�1

)
−maxdegGD (V1(M) \ YM̄ , Vleftover)−

2η3k

103

(by (6.33) and by def of YL5.5) > p1

(
1 +

η

20

)
k − ρk

100Ω∗
− η3k

103
− ρk − η2k

1000
− 2η3k

103

> p1(1 +
η

30
)k .(6.34)

Since the last term is greater than γL5.5k = η4

1011 k by (3.18), we see that condition 3
of Lemma 5.5 is satisfied.

Lemma 5.5 outputs three nonempty sets X ′0, X
′
1, X

′
2 disjoint from YL5.5, together

with (4ε̄, d̄4 )-superregular pairs {Q(j)
0 , Q

(j)
1 }j∈Y which cover (X ′0, X

′
1) with the follow-

ing properties:

(by L5.5(a)) min
{
|Q(j)

0 |, |Q
(j)
1 |
}
>
βk

2
for each j ∈ Y ,(6.35)

(by L5.5(b)) mindegGD (X ′2, X
′
1) > δL5.5k ,(6.36)

(by L5.5(c) and (6.34)) mindegGD (X ′1, X
′
2) > p1

(
1 +

η

30

)
k − η4k

2 · 1011

> p1

(
1 +

η

40

)
k .

(6.37)

We now verify that the sets X ′0, X
′
1, X

′
2, the regularized matching ND4.14 := M̄

together with the (MA∪MB)-cover F ′, and the family {(Q(j)
0 , Q

(j)
0 )}j∈Y satisfy all the

conditions of configuration (�9)(δL5.5,
2η3

103 , p1(1 + η
40 )k, p2(1 + η

20 )k, 400ε
η , d2 ,

ηπc
200k , 4π,

γ3ρ
32Ω∗ ,

η2ν
2·104 ).

By Lemma 3.11, since we are in case (cB), and by (6.31), the pair X ′0, X
′
1 together

with the (MA∪MB)-cover F ′ witnesses preconfiguration (♥1)( 2η3

103 , p2(1 + η
20 )k). By

Lemma 6.10(a), M̄ is as required for configuration (�9).
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To see that G is in preconfiguration (reg)(4π, γ3ρ/32Ω∗, η2ν/2 · 104), note that
4ε̄ 6 4π and d̄/4 > γ3ρ/32Ω∗ (in both cases (M1) and (M2)). Further, property
(4.20) follows from (6.35) since β/2 > η2ν/2 · 104.

Finally, by definition of X2, the set X ′2 is as required, with property (4.36) fol-
lowing from (6.37), and property (4.37) following from (6.36).

We are now reaching the last lemma of this section, dealing with the last remaining
case.

Lemma 6.13. Finally, in case (t5)(cA) we get configuration (�10)(ε, γ
2d
2 , π

√
ε′νk,

(Ω∗)2k
γ2 , η40 ).

Proof. Since we are in case (t5), we have V (M) ⊆ V (Greg). Therefore,

mindegGreg
(V (M), Vgood) > mindegG∇(V (M), V+ \ L#)−maxdegG∇(V (M),H)

−maxdegG∇(V (M),E)−maxdegG∇(V (M), V (Gexp))

> (1 +
η

20
)k,(6.38)

where the last line follows as V (M) ⊆ XA \ J ⊆ YA \V H by (cA), and furthermore,
V (M) ∩ (shadowG(V (Gexp), ρk) ∪ V E) = ∅ by (t5).

Define

C :=
{
C \

(
L# ∪ V (MA ∪MB) ∪ V H ∪ J1

)
: C ∈ V

}
,

C− :=
{
C ∈ C : |C| <

√
ε′c
}
.

We have

(6.39)
∣∣∣⋃ C−∣∣∣ 6 ∑

C∈C

√
ε′|C| 6

√
ε′n .

Set V◦ := V(MA ∪MB)∪ (C \ C−), and let G◦ be the subgraph of G with vertex
set

⋃
V◦ and all edges from E(Greg) induced by

⋃
V◦ plus all edges of E(G∇) \

E(Gexp) between X and Y for all (X,Y ) ∈ MA ∪MB . Apply Fact 2.1 (and recall
Definition 2.10(3)) to see that each pair of sets X,Y ∈ V◦ forms an ε-regular pair of
density either 0 or at least γ2d/2 (whose edges either lie in Greg or touch E).

Next, observe that from Setting 3.5(3), Facts 2.7 and 2.8, and using Defini-
tion 2.10(7), we find that for all X ∈ V◦ which lie in some cluster of V, we have
|
⋃

NG◦(X)| 6 |
⋃

NGD (X)| 6 Ω∗

γ ·
Ω∗k
γ . Also, observe that for all X ∈ V◦ which do

not lie in some cluster of V, we know from Setting 3.5(4) that X is not incident to any
edges from E(Greg). This means that

⋃
NG◦(X) is contained in the partner of X in

MA ∪MB (which has size at most c 6 ε′k by Setting 3.5(4) and Definition 2.10(4)).
Thus we obtain that

(6.40) (G◦,V◦) is an

(
ε,
γ2d

2
, π
√
ε′c,

(Ω∗)2k

γ2

)
-regularized graph .

Define

L◦ :=
{
X ∈ V◦ \ V(MA ∪MB) : mindegG◦(X) >

(
1 +

η

2

)
k
}
.

We claim that the following holds.
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Claim 6.13.1. There are distinct XA, XB ∈ V◦, with E(G◦[XA, XB ]) 6= ∅, such
that we have degGreg

(v, V (MA ∪MB) ∪
⋃
L◦) > (1 + η

40 )k for all but at most 2ε′c
vertices v ∈ XA, and all but at most 2ε′c vertices v ∈ XB.

Then, setting G̃D4.16 := G◦, VD4.16 := V◦, MD4.16 :=MA ∪MB , L∗D4.16 := L◦,
AD4.16 := XA, and BD4.16 := XB , we obtain configuration (�10)(ε, γ

2d
2 , π

√
ε′νk,

(Ω∗)2k
γ2 , η40 ). Indeed, using (6.40) and the definition of L◦, we see that (G̃D4.16,VD4.16),

MD4.16, and L∗D4.16 are as desired and fulfill (c) of Definition 4.16. Claim 6.13.1
together with the fact that degG◦(v, V (MA ∪ MB) ∪

⋃
L◦) > degGreg

(v, V (MA ∪
MB) ∪

⋃
L◦) for all v ∈ V (G◦) ensures that also (a) and (b) of Definition 4.16 hold.

It remains only to prove Claim 6.13.1.

Proof of Claim 6.13.1. In order to find XA and XB as in the statement of the
claim, we shall exploit the matching M; the relation between M and (G◦,V◦),
MA ∪ MB , and L◦ is not direct. We proceed as follows. In Subclaim 6.13.1.1
we find a suitable M-edge. In case (M1) this M-edge readily gives a suitable pair
(AD4.16, BD4.16). In case (M2) we have to work on theM-edge to get a suitable Greg-
edge; this will be done in Subclaim 6.13.1.2. Only then do we find (AD4.16, BD4.16).

Subclaim 6.13.1.1. There is an M-edge (A,B) such that degGreg
(v, V (MA ∪

MB) ∪
⋃
L◦) > (1 + η

40 )k + ηk
200 for at least |A|2 vertices v ∈ A, and at least |B|2

vertices v ∈ B.

Proof of Subclaim 6.13.1.1. Set S := shadowGreg
(
⋃
C−, ηk200 ), and note that by

Fact 3.1 we have |S| 6 |
⋃
C−|· 200Ω∗

η . So, settingMS := {(X,Y ) ∈M : |(X∪Y )∩S| >
|X∪Y |

4 }, we find that

|V (MS)| 6 4|S|
(6.39)

6
800
√
ε′Ω∗n

η
<

ρn

Ω∗
6 |V (M)| ,

where the last inequality holds by the assumption of Lemma 6.13. Consequently,
M 6=MS .

Let (A,B) ∈M\MS . We will show that (A,B) satisfies the requirements of the
subclaim. We start by proving that

(6.41) V+ ∩ V (G◦) \
(
V (MA ∪MB) ∪

⋃
L◦
)
⊆ V (Gexp) ∪ (V E ∩ Lη,k(G)) .

Indeed, observe that by (3.8),

V+ ∩ V (G◦) ⊆ V (MA ∪MB) ∪ V (Gexp) ∪
(
Lη,k(G) \ (L# ∪ V H ∪ J1)

)
⊆ V (MA ∪MB) ∪ V (Gexp) ∪

(
L 9η

10 ,k
(G∇) \ (V H ∪ J1)

)
.

So, in order to show (6.41), it suffices to see that for each X ∈ V◦ \V(MA∪MB)
with X ⊆ L 9η

10 ,k
(G∇) \ (V H ∪ J1 ∪ V (Gexp) ∪ V E), we have X ∈ L◦. So assume X
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is as above. Let v ∈ X. We calculate

degGreg
(v, V (G◦)) > degGreg

(v, V (MA ∪MB))

(v /∈ V (Gexp)) >

(
1 +

9η

10

)
k − degG(v,H)− degGD (v,E)

− degGreg

(
v,
⋃

V \ V (MA ∪MB)
)

(v /∈ V H ∪ V E ∪ J1 ∪ V (MA ∪MB)) >

(
1 +

9η

10

)
k − ηk

100
− ρk

100Ω∗
− γk

>
(

1 +
η

20

)
k .

We deduce that X ∈ L◦, completing the proof of (6.41).
Next, observe that by the definition of C, we have

V+ ∩ V (G◦) ⊇ Vgood ∩ V (G◦)

⊇ Vgood \
(
Vgood \ V (G◦)

)
⊇ Vgood \

(
V H ∪ J1 ∪

⋃
C− ∪ E ∪ V (Gexp)

)
.(6.42)

We are now ready to prove Subclaim 6.13.1.1. For each vertex v ∈ A \S, we have

degGreg

(
v, V (MA ∪MB) ∪

⋃
L◦
)
> degGreg

(v, V+ ∩ V (G◦))

− degGreg
(v, (V+ ∩ V (G◦)) \ (V (MA ∪MB) ∪ L◦))

(by (6.42), (6.41)) > degGreg
(v, Vgood)− degGreg

(
v, V H ∪ J1 ∪

⋃
C−
)

− degGreg
(v,E)− 2 degGreg

(v, V (Gexp))

− degGreg

(
v, (V E ∩ Lη,k(G)) \ V (MA ∪MB)

)
(by (6.38), as v 6∈ S ∪ J, by (t5)) >

(
1 +

η

20

)
k − η2k

105
− ηk

200
− ρk

100Ω∗
− 2ρk − 2η2k

105

>
(

1 +
η

40

)
k +

ηk

200
,

where for the second-to-last inequality we used the abbreviation “by (t5)” to indicate
that this case implies that

v /∈ shadowG∇(V (Gexp), ρk) ∪ shadowG∇

(
(V E ∩ Lη,k(G)) \ V (MA ∪MB),

2η2k

105

)
.

As |A \ S| > |A|
2 , we note that the set A satisfies the requirements of the claim.

The same calculations hold for the set B. This finishes the proof of Subclaim
6.13.1.1.

The next auxiliary subclaim is needed in our proof of Claim 6.13.1 in case (M2).

Subclaim 6.13.1.2. Suppose that case (M2) occurs. Then there exists an edge
CACB ∈ E(Greg) such that degGreg

(v, V (MA∪MB)∪
⋃
L◦) > (1+ η

40 )k+ ηk
400 for all

but at most 2ε′c vertices v ∈ CA, and all but at most 2ε′c vertices v ∈ CB. Moreover,
there exist A,B ∈ V(M) such that |CA ∩A| >

√
ε′c and |CB ∩B| >

√
ε′c.
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Proof of Subclaim 6.13.1.2. Let (A,B) ∈M be given as in Subclaim 6.13.1.1. Let
PA ⊆ A and PB ⊆ B be the vertices which fail the assertion of Subclaim 6.13.1.1.
Note that with this notation, Subclaim 6.13.1.1 states that

(6.43) |A \ PA| > |A|/2 .

Call a cluster C ∈ V A-negligible if |C ∩ (A \ PA)| 6 γ3c
16Ω∗k |A|. Let RA be the

union of all A-negligible clusters.
Recall that (A,B) is entirely contained in one dense spot from (U,W ;F ) ∈ D∇

(cf. (M2)). So by Fact 2.7, and since the spots in D∇ are (γ
3k
4 , γ

3k
4 )-dense, we know

that max{|U |, |W |} 6 4Ω∗k
γ3 . In particular, there are at most 4Ω∗k

γ3c A-negligible clusters
which intersect A ∩RA.

As these clusters are all disjoint, we find that

|(A ∩RA) \ PA| 6
4Ω∗k

γ3c
· |C ∩ (A \ PA)| 6 |A|

4
.

This gives

|A \ (PA ∪RA)|
(6.43)

>
|A|
2
− |(A ∩RA) \ PA| >

|A|
4
.

Similarly, we can introduce the notion of B-negligible clusters and the set RB ,

and get |(B ∩RB) \ PB | 6 |B|
4 and |B \ (PB ∪RB)| > |B|

4 .
By the regularity of the pair (A,B) there exists at least one edge

ab ∈ E(G∗[A \ (PA ∪RA), B \ (PB ∪RB)]) ,

where a ∈ A, b ∈ B, and G∗ is the graph formed by the edges of D∇. As V (M) ⊆
V (Greg) by the assumption of case (t5), we have that ab ∈ E(Greg). Let CA, CB ∈ V
be the clusters containing a and b, respectively. Note that CACB ∈ E(Greg).

Now as a /∈ RA, also CA is disjoint from RA, and thus

|CA ∩ (A \ PA)| > γ3c

16Ω∗k
· α̂ρk

Ω∗
>
√
ε′c .

This proves the “moreover” part of the claim for CA. So there are at least 2ε′c
vertices v in CA with degGreg

(v, V (MA ∪MB) ∪
⋃
L◦) > (1 + η

40 )k + ηk
200 (by the

definition of PA). By Lemma 2.3, and using Facts 2.7 and 2.8, we thus have that
degGreg

(v, V (MA ∪MB) ∪
⋃
L◦) > (1 + η

40 )k + ηk
400 for all but at most 2ε′c vertices

v of CA. The same calculations hold for CB .

In the remainder of the proof of Claim 6.13.1 we have to distinguish between cases
(M1) and (M2).

Let us first consider the case (M2). Let CA, CB ∈ V and A,B ∈ V(M) be given
by Subclaim 6.13.1.2. We have |CA\(V H∪L#∪J1)| >

√
ε′|CA| by Subclaim 6.13.1.2

and by the definition ofM and the definition of J. Thus, CA∩V (G◦) is nonempty. Let
XA ∈ V◦ be an arbitrary set in CA. Similarly, we obtain a set XB ∈ V◦, XB ⊆ CB .
The claimed properties of the pair (XA, XB) follow directly from Subclaim 6.13.1.2.

It remains to treat the case (M1). Let (A,B) be from Subclaim 6.13.1.1. Let
(XA, XB) ∈ Mgood be such that XA ⊇ A and XB ⊇ B. Claim 6.13.1.1 asserts that
at least

|A|
2

(M1)

>
η2c

2 · 104
> 2ε′c
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vertices of A have large degree (in Greg) into the set V (MA∪MB)∪
⋃
L◦. Therefore,

by Lemma 2.3, XA and XB satisfy the assertion of the claim.
This proves Claim 6.13.1.

Recall that Claim 6.13.1 was the only missing piece in the proof of Lemma 6.13.
The proof of Lemma 6.13 is thus complete.

The proof of Lemma 6.3 follows by putting together Lemmas 6.8, 6.9, 6.11, 6.12,
and 6.13.
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Hladký was funded by a BAYHOST fellowship, a DAAD fellowship, Charles Uni-
versity grant GAUK 202-10/258009, EPSRC award EP/D063191/1, and an EPSRC
Postdoctoral Fellowship during the work on the project.
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Symbol index

[n], 1018
(♣), 1035
(�1), 1035
(♥1), 1037
(�10), 1039
(�2), 1035
(♥2), 1037
(�3), 1036
(�4), 1036
(�5), 1036
(�6), 1038
(�7), 1038
(�8), 1038
(�9), 1038
(exp), 1037
(reg), 1037
Ai, 1031
c, 1028
C, 1064
C−, 1064
M-cover, 1037
D∇, 1030
d(G), 1020
d(U,W ), 1020
deg, 1019
maxdeg, 1019
mindeg, 1019
E, 1021
E(G), 1019
e(G), 1019
`-ensemble, 1020
e(X), 1019
e(X,Y ), 1019
F, 1031
G∇, 1023, 1028
G(n, k,Ω, ρ, ν, τ), 1023
GD, 1023
Greg, 1022, 1028
H, 1023
J, 1029
J1, 1029
J2, 1029
J3, 1029
JE, 1029
L#, 1029
Lη,k(G), 1020
LKS(n, k, η), 1020
LKSsmall(n, k, η), 1021

N �i, 1032
N(v), 1019
NE, 1029
pi, 1031
Sη,k(G), 1020
SA, 1024
SB , 1024
shadow, 1025
U �i, 1032
V H, 1029
V̄, 1031
V̄, 1031
V̄∗, 1031
V̄ , 1031
V E, 1028
V E, 1028
V (G), 1019
v(G), 1019
V+, 1029
Vgood, 1029
WA, 1024
WB , 1024
XA(η,∇,MA,MB), 1027
XB(η,∇,MA,MB), 1027
XC(η,∇,MA,MB), 1027
YA, 1029
YB, 1029
trees(k), 1020
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General index

avoiding, 1021
avoiding threshold, 1022

bipartite density, 1020
bounded decomposition, 1022

captured edges, 1023
cluster, 1022
consistent matching, 1039
cover, 1037
cut-vertex, 1024

dense cover, 1021
dense spot, 1021
density, 1020

end shrub, 1024
ensemble, 1020

fine partition, 1024
hub, 1024

internal shrub, 1024
irregular, 1020

nowhere-dense, 1021

partner, 1023
proportional splitting, 1031

regular pair, 1020
regularized matching, 1023
regularized graph, 1039

shrub, 1024
sparse decomposition, 1023
superregular pair, 1020



THE APPROXIMATE LOEBL–KOMLÓS–SÓS CONJECTURE III 1071
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The approximate Loebl–Komlós–Sós Conjecture I: The sparse decomposition, SIAM
J. Discrete Math., 31 (2017), pp. 945–982, https://doi.org/10.1137/140982842, https:
//arxiv.org/abs/1408.3858.
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